INVESTIGATIONS IN

HicHER DERIVATIVE FIELD THEORIES

Thesis Submitted For The Degree Of
Doctor of Philosophy (Science)

In
Physics (Theoretical)
By

Biswajit Paul

University of Calcutta, India
2014



TO
MY PARENTS



Acknowledgments

This thesis is the outcome of the cumulative efforts that has been paid for the last
four and half years during my stay at S. N. Bose National Centre for Basic Sci-
ences, Kolkata. Council of Scientific and Industrial Research, India has provided
me the financial support.

First of all, my sincere thanks and gratitude to my guide Prof. Rabin Banerjee,
who throughout the term of my PhD. was actively involved with me in research
and monitored my progress.

I thank and acknowledge my joint supervisor Prof. Pradip Mukherjee for
the help he provided me throughout my PhD. career. I came to know many
calculation skills from him.

I express my sincere thanks to Prof. Amitabha Lahiri (SNBNCBS, kolkata)
for the lectures on differential geometry. I also thank Prof. Claus Kiefer (Univer-
sity of Koln, Cologne), Prof. Andrei V. Smilga (University of Nantes, Nantes),
Prof. Hanno Sahlmann (University of Erlangen, Nuremberg), Dr. Golam Hos-
sain (IISER Kolkata, Kolkata), Prof. Sayan Kar (IIT Kharagpur, Kharagpur),
Dr. Sukanta Panda (IISER Bhopal) for organising short visits and discussions.

I am specially thankful to my schoolteacher Mr. Premananda Paul as I am
indebted to him for his inspiration and help in many ways during my school days.

I take the opportunity to convey my sincere gratitude to Suman Saha, my
childhood friend for his constant encouragement and assistance.

I thank my cousin Binoy Paul for being all the time with me.

I am grateful to Dr. Debraj Roy, who always was helpful for me on physics
and nonphysics matters, whenever needed.

I am specially thankful to Dr. Dibakar Roychowdhury, my group mate and
cubicle mate for his support throughout and spending very valuable moments
with me.

I am also thankful to my group members Dr. Bibhas Ranjan Majhi, Dr.
Sujoy Kumar Modak, Dr. Sudhaker Upadhyay, Dr. Sunandan Gangopadhyay,
Arindam Lala, Shirsendu Dey, Arpan K. Mitra and Arpita Mitra for discussion
on physics and gossiping.

I would like to thank my fellow friends Arun Laxmanan, Rajiv Chauhan,
Animesh Patra, Arghya Das, Abhijit Chakraborty, Debmalya Mukhopadhyay,
Paulami Chakraborty, Shubhashish Chakraborty, Anshuman De, all mates from



SNB football team with whom I spent my times at S N Bose Centre involving
nonphysics activities.

I owe my entire life including this thesis to my parents and younger brothers
for all the love, affections and support they provided me.

Finally, it’s to her, Debjani Paul, for making the struggle smoother and con-
stantly motivating me.



List of publications

—_

“Gauge symmetry and W-algebra in higher derivative systems”
Rabin Banerjee, Pradip Mukherjee, Biswajit Paul

Published in Journal of High Energy Physics 08 (2011) 085.
e-Print: arXiv:1012.2969.

“Gauge invariances of higher derivative Mazwell-Chern-Simons field the-
ory: A new Hamiltonian approach”

Pradip Mukherjee, Biswajit Paul

Published in Phys. Rev. D 85 (2012) 045028.

e-Print: arXiv:1111.0153.

“Gauge symmetry and Virasoro algebra in quantum charged rigid mem-
brane: A first order formalism”

Biswajit Paul

Published in Phys.Rev. D 87 (2013) 045003.

e-Print: arXiv:1212.5902.

“BRST symmetry and W-algebra in higher derivative models”
Rabin Banerjee, Biswajit Paul, Sudhaker Upadhyay
Published in Phys. Rev. D 88 (2013) 065019.

e-Print: arXiv:1306.0744.

“New Hamiltonian analysis of Regge-Teitelboim minisuperspace cosmology”
Rabin Banerjee, Pradip Mukherjee, Biswajit Paul

Published in Phys.Rev. D 89 (2014) 043508.

e-Print: arXiv:1307.4920.

This thesis is based on the above mentioned papers.



INVESTIGATIONS IN
HicHER DERIVATIVE FIELD THEORIES



Contents

1 Introduction . . . . . . @ @ i i v i i e e e e e e e e e e e e e e e
1.1 Outline of the thesis . . . . . . . . . . ... ... ... .

2 Canonical quantisation . . . . . ... ... ... ... 00 0.
2.1 Unconstrained systems . . . . . . . .. .. ... ... ...
2.2 Constrained systems . . . . . . .. ... Lo
2.3 Higher derivative theories . . . . . . .. .. ... ... .. ....

2.3.1 Ostrogradski formalism . . . . . ... ... ... ... ...
2.3.2  The first order formalism . . . . . . ... ... ... ...
2.4 DISCussions . . . . . ...

3 Relativistic particle model with curvature . ... ... ... ..
3.1 Hamiltonian analysis and construction of the gauge generator
3.1.1 Behaviour at the singular point (p? =m?) . .. ... ...
3.2 Aconsistency check . . . .. ..o
3.3 The rigid relativistic particle model . . . . . . . . ... ... ...
3.3.1 Hamiltonian analysis . . . . . .. ... ... ... .....
3.3.2 Gauge symmetries and the emergence of the W3 algebra
3.4 (Anti-)BRST symmetries and Ws-algebra . . . . . . .. ... ..
3.5 FCBRST formulation for higher derivative theory . . . . . . . ..
3.6 Connecting different gauges in relativistic particle models . . . . .
3.7 Discussions . . . . ...

4 Extended Maxwell-Chern-Simons model . . ... ... ... ..
4.1 Hamiltonian analysis of the model in the equivalent first order
formalism . . . . . . ..

4.1.1 Calculation in reduced phase space . . . . . ... .. ...
4.1.2 Reduction of second class constraints . . . . . . . .. ...
4.2 Gauge symmetry in EMCS . . . . .. ... ... ... ... ...,
4.3 Discussions . . . . . ...

5 The quantum charged rigid membrane . . ... ... ... ...
5.1 Hamiltonian analysis . . . . . . .. .. .. ... ... ... ...



CONTENTS

5.2 Gauge symmetry and Virasoro algebra . . . . . .. ... ... .. 64
5.3 Consistency check . . . . . ... o oo 66
5.4 Discussions . . . . . ..o 67

6 The Regge-Teitelboim model of Cosmology . . . . .. ... ... 69
6.1 Introduction of the model . . . . . . . .. ... ... ... .... 70
6.2 Hamiltonian analysis . . . . . . . . .. .. ... ... ... ... 72
6.2.1 Construction of the gauge generator . . . . . . . . .. ... 79

6.2.2 Gauge fixing and formal quantization . . . . . . . ... .. 80

6.3 Discussions . . . . . . ... 84

7 Conclusions. . . . . . . . o v i i i i e e e e e e e 85

Bibliography . . . . . . . . .. e 89



Chapter 1

Introduction

We know, in usual theories the Lagrangian is a function of fields and their first
derivatives, known as first order systems. These systems were conceptualised
from the time of Newton and successfully utilised for explaining various physi-
cal phenomena. But, theories with higher time derivatives of the fields became
essential in some cases to make those theories renormalisable and free from di-
vergences [1-3]. We call those theories as higher derivative theories. The higher
derivative terms mainly occur as correction terms to the first order theories which
play an important rule during quantisation. Lagrangian theories with higher order
derivatives are interesting in their own right. Since then, there appear numerous
fields where the concepts of higher derivative theories have been used. Broadly
speaking, in field theory [4-7], string theory [8], gravity [2,9-11] and cosmol-
ogy [12-14] higher derivative terms are frequently considered. Adding a higher
derivative term can regularize the ultraviolet behaviour of the theory [1,4]. These
higher derivative terms can make the modified gravity renormalizable and even
asymptotically free [2,3]. People constructed f(R) gravity where higher curva-
ture terms were added to the Einstein-Hilbert action and opened a vast sector of
research [2,15-18]. For higher derivative gravity, the list is huge [2,9,10, 19-23].
higher derivative theories were also considered in the most exciting fields of recent
theoretical physics like AdS/CFT correspondence which indicate the importance
and relevance of considering higher derivative theories [14,24,25]. Due to these
important applications of higher derivative theories, a systematic analysis of these
theories have become necessary.

For physicists, studies of symmetries of a dynamical system is very impor-
tant as many physical phenomena can be predicted just considering the symme-
tries. Gauge symmetry plays an important role in modern theoretical physics.
Existence of gauge symmetries means not all degrees of freedoms are physically
relevant. For this reason, abstraction of gauge symmetries to make a theory phys-
ically relevant has become very important. In physics, existence of a particular
symmetry in the theory always refers to some conserved quantity. In fact, some



experimental results were predicted and benefited just considering the symmetries
of the physical processes occurring during the experiment. Recent LHC results
and their consequences are nothing but finding out the “broken symmetries”.
For this reason, the importance of finding gauge symmetries should not be over-
looked. In this thesis, we will focus on gauge symmetries and their consequences
for higher derivative theories.

A systematic algorithm to extract the symmetries of higher derivative theories
can serve as a useful contribution for the future analysis of these theories. For
this, we need to follow some Hamiltonian formulation. In 1850, M. Ostrogradsky
[26] gave the Hamiltonian formulation for higher derivative theories. But this
formalism suffers from complications. The momenta, in this case, are defined
via some non-trivial definition due to the higher derivative terms. All the higher
derivatives of the fields are considered as independent variables and then Dirac’s
Hamiltonian formulation is followed. But, it has been noticed, in some cases, that
the appearance of the number of independent primary first class constraints do not
match with the number of independent gauge symmetries ! [27]. For this reason
it become necessary to have a well tested proper formulation to systematically
abstract the gauge symmetries. This is the cornerstone of the present thesis.

To abstract the gauge symmetries, other than the Ostrogradsy approach
26, 28], we are going to follow the first order formalism [29-31] along with the
powerful techniques developed by Banerjee et. al [32]. According to the first order
formulation, the fields and their corresponding time derivatives are considered as
independent variables to convert the higher derivative Lagrangian to a first order
one. From this first order Lagrangian one can construct the Euler-Lagrange equa-
tions of motion and correspondingly develop a Hamiltonian formulation. But,
transition to Hamiltonian formulation becomes complicated when there appears
constraints. Constraints are actually some functions of the phase-space variables
which prohibit to have the whole access of the phase-space. For this reason,
constraint systems need careful analysis. From the Hamiltonian formulation one
can further proceed for quantisation of the system. This quantisation procedure
is known as canonical quantisation, formerly introduced by P. A. M. Dirac [33].
In this seminal work by Dirac, constrained systems and their systematic quan-
tisation procedure are discussed. There is other literature available for further
studies on constrained systems [34-39] particularly for the first order systems.

In the first order formulation, due to redefinition of the fields, extra constraints
at the Lagrangian level appear which are incorporated via Lagrange multipliers.
Now, these Lagrange multipliers are in fact treated as independent fields. Usual
momenta definition is used which distinguishes this formulation from Ostrograd-
ski method. Due to the standard momenta definitions, the calculations become
easier and transparent. Constrained dynamics itself is a very interesting concept.

'For usual theories it has been shown that the no. of independent gauge parameters equals
the no. of independent primary first class constraints of the theory
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All/some of the momenta in this case are not expressible with respect to veloci-
ties and hence the full phase space is not accessible. In this case the Lagrangian
becomes singular and determinant of the Hessian matrix is equal to zero. Con-
straints are usually classified in the Dirac scheme as first class and second class.
If their algebra closes, the set of constraints is first class, else it is second class.
Consequently, the following possibilities may arise:

I. The original Lagrangian is singular but the additional constraints are all
second class. The reduction of phase space may be done by implementing the
second class constraints strongly provided we replace all the Poisson brackets(PB)
by appropriate Dirac brackets(DB).

IT. The original Lagrangian is singular and there are both second class and
first class constraints among them. The second class constraints may be elim-
inated again by the DB technique. The first class constraints generate gauge
transformations which are required to be further analysed. These constraints
may yield further constraints and so on. The iterative process stops when no new
constraints are generated.

The first class constraints generate gauge transformations. The gauge gen-
erator is defined as the linear combination of all the first class constraints. The
coefficients of the constraints are called gauge parameters. Now, all the gauge
parameters may or may not be independent of each other. To identify the in-
dependent gauge symmetries we apply the effective scheme developed by Baner-
jee and co-authors [32] which relates the gauge parameters and the Lagrange
multipliersand suitability abstracts the independent gauge parameters. Once the
independent gauge degrees of freedoms are identified the gauge generator can eas-
ily be expressed with respect to these parameters. The number of independent
gauge parameters refers to the number of independent degrees of freedom. This
completes the process of finding out the gauge symmetries of a higher derivative
system.

Gauge symmetric higher derivative theories appear in different contexts like
the rigid relativistic particle models [30,31], the extended Maxwell-Chern-Simons
theory [5], the quantum charged rigid membrane [40], the Regge-Teitelboim model
in cosmology [41] etc and many more. Applications of this first order approach
in different field of physics are carried out sequentially to provide the efficacy of
the first order formalism

The first higher derivative model we are going to study is the massive rela-
tivistic particle model with curvature which is an extension of Polyakov’s string
model concept [42]. There he added, a scale invariant extrinsic curvature term
to the usual relativistic particle model action whose influence in the infrared re-
gion determines the phase structure of the string theory. The particle model of
this theory was introduced explicitly by Pisarski [6] where he considered the ac-
tion in which the curvature of the path appeared along with the length coupled
via a dimensionless constant. The model is important for polymer physics [43].
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Also, Plyuschay has shown that the massless case to be interpreted as the de-
scription of either bosons or fermions depending on the value of the quantized
parameter [44]. The Ostrogradskian Hamiltonian analysis of this model was sub-
sequently carried out later by many authors in [27,45-47]. M. S. Plyuschay is
worthy to be mentioned [30,31] for his contribution in relativistic particle models.
The 2 + 1 dimensional version for the relativistic particle model with curvature
and torsion was studied in [48]. Ramos et al showed that the massless relativis-
tic particle model with curvature obeys Wj algebra [45]. More literature on Wy
algebra can be found here [48-51].

In the first order formalism, the relativistic particle model with curvature is
converted into a first order form by redefinition of the fields and their corre-
sponding higher time derivatives. It is seen that the theory is constrained one.
Preserving these primary constraints in time, the secondary constraints are found
out for the model. After all the constraint combinatorics, we see that there are two
independent primary first class constraints. Using these two first class constraints
the gauge generator is constructed. It is seen that there is only one independent
gauge parameter. Since there are two independent PFC we expected to have two
independent gauge parameter. The mismatch also existed previously while con-
sidering the Ostrogradski approach but remained unnoticed for a long time [27].
The solution of this mismatch is clearly our finding. Also, the independent gauge
symmetry is identified as reparametrisation invariance.

The massless version of this model that is constructed by keeping only the cur-
vature term is shown to have two PFC along corresponding to two gauge degrees
of freedom. One of them is the usual diffeomorphism while the other shows the
W-symmetry. It is notable that this extra symmetry is revealed by casting the
equations of motion in the Bossinesq form. By examining the most general trans-
formations that preserve the structure of the Boussinesq Lax operators it was
demonstrated that the symmetry group of the model satisfies W3 algebra [45,46].
W-algebras are nothing but extended Virasoro algebra in conformal field theories.

For quantisation of a theory with gauge invariance, BRST is a very powerful
tool which also helps in the proof of the renormalizability and unitarity of gauge
theories. This transformation, which is characterized by an infnitesimal, global
and anticommuting parameter leaves the efective action as well as path integral
of the effective theory invariant. The BRST qunatisation for usual first order
theories was first introduced in [52]. A series of works appeared thereafter in
this direction [53]. The finite field dependent BRST (FFBRST) which considers
the gauge parameters being finite and dependent on the fields have found many
applications in various contexts. In gauge field theories the usual BRST symmetry
has been generalized to make it finite and field dependent. The implementation
of BRST symmetries for higher derivative theories is quite nontrivial and poses
problems. In this context, therefore, a natural question arises regarding the
application of BRST formalism to relativistic particle models. Indeed it is not
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surprising that in spite of a considerable volume of research on relativistic particle
models, this aspect remains unstudied.

We consider the relavistic particle model with curvature since it possesses
gauge symmetry [54]. We construct the (anti-)BRST for the massive and massless
models. The difficulties of applying BRST transformations to higher derivative
theories are bypassed by working in the first order formalism developed in [29]
instead of the conventional Ostrogradsky approach.

It is shown that the (anti-)BRST symmetry transformations for all the vari-
ables reproduce the diffeomorphism symmetry of the massive relativistic particle
model including curvature. Furthermore, we also show that the massless parti-
cle model with rigidity yields both the diffeomorphism and W invariances. We
explicitly demonstrate the W3 algebra. For BRST transformations this algebra
is shown for all variables, excluding the antighost. Exactly the same features
are revealed, but now excluding the ghost variable instead of the antighost, for
anti-BRST transformations. To get the complete picture, therefore, both BRST
and anti-BRST transformations have to be considered. Further, we implement
the concept of FFBRST transformation in the quantum mechanical relativistic
particle model. The quantum mechanical version of FFBRST transformation [53]
is called as finite coordinate-dependent BRST (FCBRST) transformation. We see
that FCBRST transformation for the relativistic particle model is a symmetry
of the action only, but not of the generating functional. Analogous to FFBRST
the FCBRST transformation changes the Jacobian of path integral measure non-
trivially. For an appropriate choice of finite coordinate dependent parameter
FCBRST connects two different gauge-fixed actions within functional integra-
tion.

So far we have discussed the general method of abstracting gauge symmetries
for the higher derivative theories for particle models only. A transition to field
theories bring novel features even in the first derivative systems. It is natural to
ask how our method in [29] works in the field theoretic models. Higher derivative
theories also found their place in the field of electrodynamics long ago by Podolsky
[7]. The usual Maxwell-Chern-Simon’s(MCS) theory is a first order one which
also violates parity conservation principle. The higher derivative extension of this
MCS theory known as the extended Maxwell-Chern-Simon’s(EMCS) theory was
first introduced in [55]. Subsequently its Hamiltonian analysis in the purterbative
approach was done by [5]. The higher derivative version of Chern-Simons model
was also considered in [56]. We take the higher derivative model to analyse it
in the first order approach [57]. Using the technique in [32] it is shown that
the number of independent gauge transformation is one. This independent gauge
transformation is identified as the U(1) symmetry associated with the vector fields
of the usual Maxwell theory.

The next higher derivative model we are going to consider is a membrane
theory. In 1962, Dirac considered the electron to be a charged rigid membrane
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in [58]. Based on this concept, a model was proposed in [59] by adding the
extrinsic curvature of the world volume swept out by the membrane. Theories
with extrinsic curvatures are frequently studied, but recent inclusion of these
terms in some physically interesting models added an extra urgency to revisit the
symmetry features of such theories. It is shown that because of the extrinsic cur-
vature effects, there appears geometrical frustration when nematic liquid crystals
are constrained to a curved surface [60]. Hamiltonian analysis of the membrane
model of electron in the Ostrogradski formalism was done by Cordero et al. [61].
A series of work like domain wall formation [62], relativistic membranes [63],
spiky membranes [64] and others [65] come into existence using this concept of
membrane model. The geometry of these deformed relativistic membranes were
also discussed in [66]. Even the extended version of this electron model was used
in general relativity in which this particle is described as a source of the Kerr-
Newman field [67] and Reissner-Nordstrom geometry [67]. Stability analysis of
the model was studied in [67]. We take the model in [61] where the Lagrangian is
expressed with respect to the local coordinates in the world volume. The model
is higher derivative, although a surface term can be identified. We convert this
higher derivative Lagrangian into a first order form and perform the Hamilto-
nian analysis [68]. It is shown that the model has only one gauge symmetry
viz. the reparametrization invariance. The equation of motions for the higher
derivative model matches with the first order model both at the Lagrangian and
Hamiltonian levels.

After discussing the particle, field theoretic and membrane models we now
take a model from gravity theory to show the efficacy of this first order formalism.
We know, usually gravity is described in 4 dimensionsional pseudo Riemannian
space-time. In 1977, Regge and Teitelboim introduced a model where gravity is
considered to be induced on a hypersurface embedded in a higher dimensional
Minkowski space [41]. Soon, the model was able to draw attention of the physics
community as it is a manifestation of gravity from the string theoretic view.
The model was reviewed at various stages by many authors [69-71]. Unlike
gravity theories where metric is considered to be an independent variable, here the
functions of the spacetime embeddings into a flat space are taken as independent
variables. The canonical theory of gravity can be developed with respect to these
induced variables. The configuration space in this case is infinite dimensional,
called the superspace. In finite dimensions, the number of degrees of freedom gets
restricted and the model correspondingly is described in the minisuperspace.

The Einstein Hilbert action with cosmological constant is considered to de-
velop the miniuperspace version and apply the first order formalism [72,73]. As
in usual Einstein-Hilbert action a surface term can be isolated here also in this
minisuperspace version. The action without the surface term was considered
in [69-71] and Wheeler DeWitt equations [74] were constructed. Here, on the
contrary, we keep the surface term since it has relation to entropy and develop
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a Hamiltonian formulation. The model is a higher derivative one and we adapt
the first order formalism. In this formalism we find out the gauge symmetry viz.
the reparametrisation symmetry inherent in the system. The number of PFC is
found out to be one. Final Dirac brackets are constructed by removing the pair
of first class constraints by imposing appropriate gauge conditions. One of the
gauge conditions is the usual cosmic gauge while the other one is newly proposed.
Under these gauge conditions, the existing pair of first class constraints become
second class which can be removed via the Dirac brackets. The final canoni-
cal pair is uplifted to the level of commutator. In quantum cosmology, Wheeler
DeWitt equation is analogous to the Schrodinger equation [74]. So, to describe
the quantum picture of the universe, the WDW equation is constructed and a
subsequent match with existing literature is shown.

1.1 Outline of the thesis

The thesis starts with a review of Higher derivative theories and their canonical
quantisation both in the Ostrogradski and the first order formalism. There-
after, we will explicitly workout Hamiltonian formulation of various models e.g.
the relativistic particle model with curvature [29, 54], the extended Maxwell-
Chern-Simons model [57], the quantum charged rigid membrane [68], the Regge-
Teitelboim model of cosmology [73] to show the effectiveness of this first order for-
malism. Also, while discussing these models we will come across various features
of these models which automatically emerge out during the course of Hamiltonian
formulation.

e Chapter 2 discusses canonical quantisation of the constrained and uncon-
strained systems. This chapter briefly describes how to extract the gauge
symmetries of a first class system. Also, transition to quantum picture is de-
scribed formally. In this chapter, higher derivative systems are introduced
and their canonical quantisation procedure in the Ostrogradski formalism
is briefly described. Also, first order formalism is described.

e Chapter 3 considers the relativistic particle model with curvature. Both its
massive and massless versions are taken to abstract the symmetries. It is
shown that there appears a mismatch in the number of independent pri-
mary first class constraints and number of independent gauge symmetries.
The problem is solved by taking the first order approach and additionally
considering a condition which appears only due to the higher derivative na-
ture of the theory. The massive version shows the difeomorphism while the
massless version has W3 symmetry along with the former one. The BRST
quantisaton for both the models is also discussed.
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Chapter 4 takes the extended Maxwell-Chern-Simon theory which is a
higher derivative field theoretic model. The gauge symmetry of this model
is worked out. An exact mapping between the Hamiltonian gauge transfor-
mations and the U(1) symmetries of the action has been established

e Chapter 5 discusses the quantum charged rigid membrane model. The
reparametrisation symmetry in the first order formalism is shown to be the
symmetry of the action. The equations of motion for the higher derivative
and first order system are shown to be equivalent to establish the validity
of the first order approach.

e Chapter 6 includes the Regge Teitelboim model of cosmology. Keeping
the surface term, the model is analysed in the first order approach. The
reparametrisation invariances are abstracted. By choosing appropriate gauge
conditions the model is formally quantised in the reduced phase space. The
Wheeler DeWitt equation is constructed and matching with the existing
literature is shown for this model.

Chapter 7 contains the conclusions.



Chapter 2

Canonical quantisation

Information of any dynamical system can be described by real functions
of time ¢'(t) and it’s time derivatives ¢‘(t). Using this collection which
forms the configuration space, the state of any dynamical system can be
specified. The starting of our discussion should be the action principle which
led to the development of the Lagrangian and Hamiltonian formulation of
classical mechanics. Using the action principle, we get the equations of
motion commonly known as Euler-Lagrange equations of motion. Consider
the action as function of ¢(t) with fixed end points ¢;(t) and g(t)

Slgsta 1] = / Lig ' £)dt. (2.1)

t1

According to action principle, the trajectory is the extremum of this action.
The L(q, ¢) is a real function of time, called the Lagrangian. The extremum
condition says

08
PO 0. dq(t1) = dq(t1) = 0. (2.2)

Consequently the equations of motion can be written as

d oL 9L
dt 0gi(t)  Oqt

(2.3)

These second order differential equations are known as Euler-Lagrange(EL)
equations. However, these differential equations can be of higher order
for the Lagrangians containing higher time derivatives of ¢’s. This entire
chapter is devoted for the first order systems.

16
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One can convert these second order equations to first order by shifting from
the configuration space (¢',¢') to phase space (¢',p;). These p; are known
as momenta and defined by

0L
= 2
Sometimes, all or some of the momenta are not expressible with respect
to velocities. These equations lead to constraints. Constraints are some
functions of the phase space and need special care during the process of
quantisation. Below we describe quantisation of unconstrained and con-
strained systems separately.

Di (2.4)

2.1 Unconstrained systems

To see the evolution of the system, we define a function using the phase
space variables called Hamiltonian via the Legendre transformation as

H(q',p;) = pig’ — L(q.4). (2.5)
Using the same boundary conditions as in (2.2) we get the Hamilton’s equa-
tions of motion

_0H . OH
These Hamilton’s equations can also be easily obtained using Poisson brack-
ets. For two functions A(q,p) and B(q,p) of the phase space variables the
Poisson bracket(PB) is a bilinear operation defined as (see appendix for
properties of Poisson Brackets)

9A(qi,p') 0B(gi,p")  0A(g:,p") 0B(gi,p')

pi (2.6)

A(g;,p"), Blgi,p")} = : . 2.7
(Alg. ), Blas p)) = =50 o o )
With these the PBs for the basic variables turn out to be
{qi,pj} = (5; (2.8)
The Hamilton’s EOM now become as
¢ ={dH}; pi={pi, H} (2.9)

We can move to the quantum picture of the system where the Hilbert space
is spanned by these canonical variables(q’, p;) lifted to the operators (¢, p;)
and the PBs are converted to commutators via the following relation

{,.}— %[,] (2.10)

All the dynamical variables in the phase space are the operators in the
chosen Hilbert space. This method of quantisation is known as canonical
quantisation and was introduced by P. A. M. Dirac [33].
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2.2 Constrained systems

From (2.3) we can write

oL oL, &L

= — — 2.11
Yogoi — ag ~  ogoq (2.11)
From this equation we see that if the determinant of the matrix a?j é)Lq.j is

zero the accelerations §' are not uniquely determined which signals that all
the momenta in (2.4) are not expressible with respect to the velocities. This
means the system is constrained one. For constrained systems the method
of canonical quantisation is more complicated. We write the constraint
equations in a general form as

Om(q,p) =0. (m=1,... M) (2.12)

We got these equations from the definitions of the momenta itself. These
constraints are known as primary constraints. The sign = refers to the
weak condition which means that they should be put to zero only after
evaluation of the PBs. We can add constraints to the Hamiltonian (2.5)
and correspondingly see the evolution. Therefore, the definition (2.5) is not
unique for the constraint systems. For a constraint system it is better to
use the total Hamiltonian defined by

Hp = Hegn + N épm. (2.13)

Here H.y, is known as the canonical Hamiltonian defined by (2.5) and A™
are the Lagrange multipliers enforcing the primary constraints.

Once we get the primary constraints we can see the time variation of the
constraints as

Um = {dm, Hr}. (2.14)
These v, can be zero identically or be linear combination of the other
constraints. Another possibility can arise where they are some other func-
tions of the phase space variables. Demanding this to be zero we get the
secondary constraints. In this way preserving the secondary constraints in
time we can get the tertiary constraints. At some point, the chain termi-
nates and we have no more generation of new constraints. Once we have
the whole list of the constraints, another important classification can be
done based on their PB structure. In this case they are defined as either
first class or second class.

— First class constraints are those which have a closed Poisson algebra.
Effectively this implies that they have weakly vanishing PB among
themselves. First class constraints are the generators of the gauge
transformation.
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— Second class constraints are those which do not fall in the above class.

This classification is very important for Hamiltonian formulation. It is to be
mentioned that the number of independent primary first class constraints
are equal to the number on independent gauge symmetries. The existence
of the first class constraints in the system means there are some redundant
degrees of freedom. To quantise the theory, in the reduced phase space, we
have to remove all the constraints. First we remove the second class con-
straints by defining the Dirac brackets(DB) analogous to Poisson brackets
as

{A, B}p ={A, B} — {A, xi}A;'{x;: B} (2.15)

Here y; are the set of all second class constraints and A;; = {x;, x;}. All
the second class constraints can be put strongly to zero and in the quantum
case they are treated as operator identities. Also, hereafter, whenever the
PB appears they should be replaced by DB defined in (2.15). With the first
class constraints remaining in the system we can proceed to abstract the
gauge symmetries by defining the gauge generator as the linear combination
of all the first class constraints (¢,) written as

G = €. (2.16)

Here €* are known as the gauge parameters. All the gauge parameters
in the system may or may not be independent. The independent gauge
parameters actually signifies the gauge symmetries in the system. Following
the algorithm of [32] we can express the dependent gauge parameters in
terms of the independent set using the conditions

al deal a al 1 a
OA" =~ — (Vi + 2 en) (2.17)
0= _ o (vom g ane 2.18
- dt — € ( a + b1a) ( . )

The indices aq,b;... refer to the primary first class constraints while the
indices as, by... correspond to the secondary first class constraints. Indices
without any suffix like a, b.... comprise both the primary and secondary set.
The coefficients V"' and C}', are the structure functions of the involutive
algebra, defined as

{H., 04} = Voy (2.19)
{@a, o} = Coppe (2.20)

and A" are the Lagrange multipliers(associated with the primary first class
constraints) appearing in the expression of the total Hamiltonian (2.13).
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Solving (2.17) it is possible to choose a; independent gauge parameters
from the set ¢* and express G of (2.16) entirely in terms of them. Once
we get the independent gauge parameters (e“/), we can find out the gauge
transformation of the fields as

0q" = €{¢’, a} (2.21)

Now we have to get rid of these first class constraints ¢,. This can be
done by introducing gauge conditions. Gauge conditions are some ad hoc
relations which make the first class constraints second class. Once the
first class constraints become second class they can be removed by Dirac
brackets. In the reduced phase space we can identify the canonical pairs
and proceed for quantisation by promoting these BDs as commutators as in
(2.10). This completes the canonical quantisation for constraint systems.

2.3 Higher derivative theories

By higher derivative theories we specifically refer to those theories where
higher time derivative of the fields appear. We begin with a general higher
derivative theory given by the Lagrangian

L=L(zi, - ,a¥) (2.22)

where © = z,(n = 1,2,--- ,v) are the coordinates and " means derivative
with respect to time. v-th order derivative of time is denoted by ). Below
we discuss the canonical formulation of the higher derivative theories in the
Ostrogradski and first order formalisms.

2.3.1 Ostrogradski formalism

In the Ostrogradski method [26], for the higher derivative Lagrangian (2.22),
the Euler Lagrange EOM is written as

- d" OL (x T, L, x(”))
RV s Ly by ’ _
T L (2:23)

=0

In this approach, all the fields along with their corresponding higher deriva-
tives are considered as independent fields. Correspondingly, two types of
momenta are defined. To begin the Hamiltonian formulation, the momenta
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are defined as,

L
Pi = %7
oq;™
oL d oL
. (=) m=12.0—1 2.24

Here the canonical pairs are (¢;, P;m-1) and (¢, pim) and thus we get the

Hamiltonian as
n—1

H=Y" pimg™ +Pg" " — L. (2.25)
m=1
Once the Hamiltonian is defined the Hamiltonian equations of motion can
be found in the usual way as (2.9).

2.3.2 The first order formalism

The Hamiltonian formulation of the theory may be conveniently done by
a variant of Ostrogradskii method commonly known as the first order for-
malism. The crux of the method consists in embedding the original higher
derivative theory to an effective first order theory. We define the variables
Gno(@=1,2,...,v—1) as

Gn1 = Tp
Qn,a = Qn,a—la(a>1) (2.26)

This leads to the following Lagrangian constraints

n,o — q.n,afl = O, (Oé > 1) (227)

which must be enforced by corresponding Lagrange multipliers . The aux-
iliary Lagrange function of this extended description of the system is given
by

L*<Qn,aa QH,aa )\n,ﬁ) = L (Qn,la qn,2 ) Qn,yfla Cjn,ufl) +
1

(Qn,ﬂ - Qn,ﬁ—l) )\n,ﬁ ) (228)
2

v

b

where A\, g(8 = 2,--- ,v — 1) are the Lagrange multipliers. If we consider
these multipliers as independent fields then the Lagrangian L* becomes first
order to which the well known methods of Hamiltonian analysis for first
order systems apply. The momenta canonically conjugate to the degrees of
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freedom ¢y, (0 =1,2,--- ;v —1) and N\, 3 (8 =2,--- ,v — 1) are defined,
respectively, by,

oL* oL*
na — - sy Tn,p — = . 2.29
e O s (2.29)
These immediately lead at least to the following primary constraints,
(I)n,ﬁ%[); Wn,ﬁmoa p=2---,v-1, (230)
where
(I)n,ﬂ = pn,ﬁ—l =+ An,ﬁ s 6 = 2, e,V = 1 . (231)

Note that depending on the situation whether the original Lagrangian L is
singular there may be more primary constraints.

Let us first assume that the original Lagrangian L is regular. Then there are
no more primary constraints. Now the basic non-trivial Poisson brackets
are

{QH,aapm,a/} = (5nm5ao/ ) {)\n,ﬁa 7Tm,,ﬁ”} = 5nm555’ ) (232)
Consequently the primary constraints obey the algebra
{ P P} =0, {Prnp, Tmpt = 0nmdps , {Tnp Tmp}t =0, (2.33)

implying that 7, g and ®,, g are second class constraints. Now, the canoni-
cal Hamiltonian of the modified system(2.28) can be written according to
the usual prescription as,

v—1 v—1
He =Y Gnabna+ > > Aupmns—L", (2.34)
n a=1 n [f=2

We define the total Hamiltonian (Hr) by adding linear combinations of the
primary constraints (2.30),

HT = HC + Un,fTn, B + ’Un,ﬁq)n,ﬁ (235)

where u, 3 and v, 3 are Lagrange multipliers. From (2.33) we found that
the constraints are second class. Thus preserving the primary constraints
in time we will be able to fix the multipliers w,, 3 and v, 3. Fixing these and
after some simplifications we find that

v—1
HT (Qn,aapn,a; )\n,ﬁ) = FO <Qn,a7pn,l/fl> - Z Z )\n,BQn,B . (236)

n [=2

FO(Qn,ompn,V—l) = Z Cjn,r/—lpn,u—l - L (Qn,om (jn,ll—l) . (237)
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The presence of the second class constraints (2.30) imply that the phase
space degrees of freedom (gn o, Pn.a; Ang, Tng) are not all independent. If
we replace the Poisson brackets by Dirac brackets the constraints (2.30) can
be strongly implemented. This enables us to eliminate the nondynamical
sector (A, 3, T, ) from the phase space variables. It is to be noted that the
no. of second class constraints equals the no. of nondynamical variables
eliminated from the phase space. Straightforward calculations show that
the DBs between the remaining phase space variables are the same as the
corresponding PBs. The total Hamiltonian now becomes

v—1
HT (Qn,tmpn,oa; )\n,,B) = ﬁo (Qn,aapn,u—l) + Z an,ﬁ—l%z,ﬁ . (238)
n [=2

Since the original Lagrangian system is replaced by the first order theory
(2.28) the algorithm of [32] can be readily applied. For the conventional
first order theories this completes the picture. The situation for higher order
theories is, however, different. This is because of the new constraints (2.27)
appearing in the effective first order lagrangean (2.28). Owing to these we
additionally require

On.o — %5%7&1 =0,(a>1) (2.39)
These conditions may reduce the number of independent gauge parameters
further. Thus the number of independent gauge parameters is, in gen-
eral, less than the number of independent primary first class constraints.
Whereas, in usual theories the number of independent primary first class
constraints is always equal to the number of independent primary first class
constraints. This additional condition can play a remarkable role in de-
termining the actual number of gauge symmetries present in the higher
derivative systems making the difference from a genuine first order theory.
As is evident here for first order theory the equation is not meaningful.
While considering the algorithm for abstracting the gauge symmetry we
must consider this relation to get the actual realisation of the theory.

The effective first order theory, obtained from the original higher order
theory, therefore contains peculiarities. In this thesis we will illustrate this
peculiarity using different examples.

2.4 Discussions

In this chapter we have shown how to canonically quantise a theory from
the given action. If the theory is constrained one, then it needs special
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attention. To handle these theories the well known Dirac’s procedure has
been explained. The gauge generator is constructed from the first class
constraints. It has been shown how to extract the independent gauge sym-
metries using the technique developed in [32]. For the higher derivative
theories, the situation however, is different where we depict the Ostrograd-
ski formalism as well as the first order formalism. The first order formalism,
which we are going to use throughout the thesis, is explained elaborately,
even in the presence of constraints. The usual momenta definition is used
to develop the Hamiltonian formulation for the first order approach.



Chapter 3

Relativistic particle model
with curvature

In the last chapter we have discussed how to perform canonical formulations
for the higher derivative theories. For that purpose we have developed a
systematic algorithm to extract the independent gauge degrees of freedom.
Our method is an extension of similar technique for the usual first order
theories [32]. In the rest of the thesis we will illustrate our method for
different particle and field theoretic models. In this chapter, we consider
a particle model, known as the relativistic particle model with curvature,
which is higher derivative in nature. The action of the relativistic particle
model is defined by the arc length of the worldline [42]. They are impor-
tant in physics in their own right and also behave as toy models to test
various ideas which are useful for more general systems such as string and
membranes. One can add the extrinsic curvature of the world line to this
relativistic particle model which is generally known as the relativistic parti-
cle model with curvature [27,29-31]. The massive relativistic particle model
with curvature [6] has the action !

S = —m/\/ﬁdT + a/ ((mj)2 _ ) dr (3.1)

T2

N

The Hamiltonian analysis in the Ostrogradski formalism shows that we
have two independent primary first class constraints. Whereas, there is
only one independent gauge degrees of freedom. Clearly, it is a mismatch
with the existing literature (on usual non higher derivative theories) which
says that the number of independent gauge symmetries are always equal to

Lcontractions are abbreviated as A*B, = AB, AFA, = A2, We consider the model in 3 +
1 dimensions. So p assumes the values 0, 1, 2, 3. Also, the model is meaningful for o < 0 [31]

25
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the number of independent primary first class constraints. This paradox
will be solved in the following sections. Also, the gauge generator with the
appropriate number of independent gauge parameters will be constructed.

The action of the massless relativistic particle model can be obtained from
(3.1) by putting m = 0. This model has been investigated by many authors
[31,45,46]. It has five first class constraints, out of which two are primary.
There is no second class constraint. So the gauge generator is constructed
with five gauge parameters. The method of [32] shows that only two of
them are independent. Also, there are two independent primary first class
constraints. So, the case of mismatch in the number of independent PFCs
and the independent gauge transformations does not occur here. Thus in
the Ostrogradski approach, the no. of independent PFCs may or may not be
equal to the no. of independent gauge degrees of freedom. In the following
we will demonstrate this apparent mechanism of this arbitrariness. The
massless relativistic particle model with curvature has a very interesting
aspect. One of it’s two gauge symmetries may easily be identified as the
usual difeomorphism symmetry. The second symmetry was analysed only
at the equations of motion level by introducing the Lax operators. It was
demonstrated that his symmetry is nothing but W3 symmetry [45]. In the
following we will show that our method is capable of extracting both these
symmetries from the action and W3 algebra emerges systematically.

We will discuss the BRST symmetries of this mmassive and massless rel-
ativistic particle model with curvature. The BRST technique is a very
powerful tool to quantise a theory with gauge invariance. The BRST sym-
metry transformations are characterized by an infinitesimal, global and an-
ticommuting parameter that leaves the effective action as well as the path
integral of the effective theory invariant. The BRST symmetries for higher
derivative theories are still unexplored and quite nontrivial. Since the mas-
sive as well as the massless relativistic particle model with curvature poses
gauge symmetries, their BRST study is necessary. The (anti-)BRST for
the above models are constructed in [54]. For the massive relativistic parti-
cle model the (anti-)BRST transformations for all variables including ghost
and anti-ghost exactly reproduce the diffeomorphism symmetry. The BRST
transformation for the massless version also reproduce the Wj-algebra but
they exclude the anti-ghost variables. Whereas, the anti-BRST transfor-
mation in this case exclude the ghost fields. Other than this, the finite
field dependent BRST is also considered for both these models. The quan-
tum mechanical version which is known as the finite coordinate dependent
BRST is a symmetry of the action only but not of the generating functional
for this relativistic particle model.
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3.1 Hamiltonian analysis and construction
of the gauge generator

To convert the Lagrangian (3.1) into a first order one we introduce the new

coordinates
= =i (32)
The Lagrangian in these coordinates has a first order form given by [30]
1
(1262)" — 33)” :
L = —my@+al o S dbli-m) 63
2

where ¢} are the Lagrange multipliers that enforce the constraints

Gip — G2, =0 (3.4)
Let pou, p1, and po, be the canonical momenta conjugate to g, i, and g,
respectively. Then we immediately get the following primary constraints
D, = pou = 0; Py = p1y — qop = 0 (3.5)
and
Py = page = 0; P2 = P35 +a” =0 (3.6)

The first set of constraints (3.5) are an outcome of our extension of the
original Lagrangian. The canonical Hamiltonian following from the usual
definition is given by

He = m\/ G + qouds (3.7)

The total Hamiltonian is
HT = HC + 'LLOMq)'g + um(I)’f + 51(1)1 + €2q)2 (38)

where g, u,, & and £2 are as yet undetermined multipliers. Now, con-
serving the primary constraints we find that the multipliers ug, and u,, are

fixed:
ug, =0 and uy, = gy (3.9)

Also new secondary constraints are obtained
w1 = qoga +my/g5 = 0;  wy = qopa = 0 (3.10)

The last constraint in (3.10) is obtained by assuming g2 # 0 which follows
from the structure of the Lagrangian (3.3). The total Hamiltonian now
becomes

Hy = m\/ g5 + qoudh + qou @Y + &' @1 + 2P, (3.11)
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PBs among the constraints are given by

{CDOle} = —Qqzu
{(Pomm} = P2

{‘I)hwl} = —w =0

{102} = wp=0

{P, w1} = —2(ws+my/qaPsy) =0

{@2, w0} = 2p3(gog2)

{wi,wa} = qg —m? (3.12)

Conserving the secondary constraints we get

C:Jl - 0

) m

We = —qop (ﬁqg + qé‘) — 26°p5(qog2) =0 (3.13)
2

Clearly no more tertiary constraints are obtained. The second condition of
(3.13) fixes the multiplier &2

52 = ! ( m2(QOQ2) + C](g)) (3.14)

203(q0g2) \ /@2

Substituting this in the expression of the total Hamiltonian we get

m

2p3(qog2)

1
Hp ==m\/¢3 + qouds + &, — <
q;5

=(qoq2) + q%) ®, (3.15)

It is important to observe that though there are two primary first class
constraints only one undetermined multiplier survives in the total Hamilto-
nian. This shows that effectively there is only one gauge degree of freedom.
This feature distinguishes it from a genuine first order theory and has vital
implications in the construction of the generator.

We now strongly impose the constraints (3.5). This is possible because the
constraints (3.5) merely eliminate the unphysical sector(q,, po,) in favour
of the physical variables. The constraint (3.10) now read as

w1 = P1ga +mA/ g5 = 05wy = pip2 = 0 (3.16)
The algebra of the remaining constraints can now be read off from (3.12).

We find
{q>2,w2} = 2]?3 (plfh) ; {W17W2} = p% —m? (3-17)
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If we take

@y = (pf —m?) @2 — 25 (p1g2) w1 (3.18)
then

{®), wa} =0 (3.19)

If instead of the set of constraints ®;, @5, wy, ws we take their linear combi-
nations in the form &, &), wy,ws we find that only the PB between w; and
ws is non- involutive, given by the second equation in (3.17). Clearly ®;, ¥,
are first class and wy,ws are second class.

At this stage an important point is to be noticed. The canonical momen-
tum is set to be equal to the Lagrange multiplier go,, when we impose the
constraint ®;, strongly equal to zero. Thus p;, is completely arbitrary.
It can be space, time or light-like. In the usual relativistic particle model
p? = m? appears as a constraint of the theory. This is not the case here. In
what follows we will assume that p? # m?2. In other words we will consider
a modified dispersion relation. That such a modified dispersion relation is
consistent will be demonstrated by our analysis. The case p? = m? will be
seen as a singular point in our analysis and will be explored separately in
section 3.2.

Now the second class constraints wy, ws may be strongly put equal to zero
if the PBs {A, B} are replaced by DBs {A, B}p 2. The non-vanishing DBs
are given by 3

1

{qm, qlu}D = pg_—mg (pQMQQV - qmpzu)
1
_ Q2uP1v
{QIW Q2V}D = —m
{ } ! o + (3.20)
Qu,PvyD = P2uqov T PouPiv .
® p% —m?2 /q% H H

{Ch;m pr}D = Nuw

1 m
{QQM7p2V}D = Nw — TmQ (pmply + —2]91MQQV> (3.21)

Py Va3

2Dirac brackets are denoted by {, }p to distinguish them from Poisson brackets which are
written as {}.

3Note that this computation is valid only when p? # m?. The case p? = m? is thus a singular
point in our analysis which is to be treated separately.
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The structure of the DBs is remarkable. We find that the coordinate algebra
[q1,1, q1,] becomes non — commutative. Such non — commutativity is gener-
ally known to modify the usual dispersion relation, both effects occuring at
Planck scales. Our assumption of the condition p? # m? is thus consistent
and it exhibits the appearance of coordinate noncommutativity in a simple
setting including its connection with modified dispersion relation. As shown
later in section 4, the treatment of the singular case p? = m? naturally leads
to a vanishing algebra among the coordinates ¢,

After the substitution of the basic PBs by the DBs there is some simplifica-
tion of the constraint structure. The second class constraints w; and w, can
now be strongly set equal to zero. The constraint @4 (see equation (3.18))
then reduces to,

cI)’2 = (p% — m2) D,

Let us calculate the DB between the constraints.We find,

{q)la CI)IQ}D — —2

wads (wz = (p1q2)> — P (p1Q2)W1] =0 (3.22)

Va3

since w1 = wy = 0.

We now proceed towards the discussion on gauge symmetry. There are
now two first class constraints ®;, ®,, both of which are primary. So the
generator of gauge transformation is [33]

G =ed, + P (3.23)

Had it been a first order theory we would conclude that both €', e? are in-
dependent gauge parameters. However, due to the higher derivative nature
we have the additional requirement

d
Eéqf = gy (3.24)

which follows from (2.39). Now

oq) = [qi, G] = 26°p3ghmy/ 43 (3.25)
and
ogh = lgb,G) = €'¢) + 26°¢5 (p} — m®)ph (3.26)

Hence using (3.24)we get

d
e'q) + 26°¢5 (p] — m®)ph = - (2mp§\/QSq2“ 62) (3.27)
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Taking scalar product with g, and using ®; = pag2 ~ 0, we obtain

Gou d
el = %% (2mp§ﬁq%€2q5> (3.28)
2

Clearly, only one parameter €?(say) is independent in the gauge genera-
tor G. This is also compatible with the observation that there is only one
undetermined multiplier in the total Hamiltonian (3.15). The number of
independent gauge parameters is thus shown to be less than the number of
independent first class primary constraints.

We next show that these findings are consistent with the reparametrization
symmetry of the model to which the gauge symmetry is expected to have
a one to one correspondence. In the following we will show the mapping
between the gauge parameter and the reparametrization parameter.

Consider the following reparametrization
T—>T+A (3.29)

where A is an infinitesimal reparametrization parameter. By direct substi-
tution we can verify that (3.29) is an invariance of (3.1). Now, under this
reparametrization x* transforms as

(1) =2 (1t — A) (3.30)
The variation of z* is then
dat = 2™ (1) — 2t(1) = —Ag* (3.31)

From equation (3.25) we can write

Sat = 22 paitma/ q3 (3.32)

where we have used the identification(3.2). Comparing (3.31) and (3.32)
we get the desired mapping

A = —2e*pim/ ¢3 (3.33)

Thus in our analysis an exact correspondence between the gauge and reparametriza-
tion symmetries is clearly demonstrated.
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3.1.1 Behaviour at the singular point (pj = m?)

In the above Hamiltonian analysis of the relativistic particle model with
curvature we have shown that p? is not constrained by the phase space
structure and may be space, time or light-like. In our analysis we have
assumed that p? is not equal to m?. This is because the condition p? = m?
is a singular point and must be treated separately. In the following we will
discuss the construction of the gauge generator when the singular limit is
assumed. This will also reveal the versatality of our method.

The set of constraints after removal of the unphysical sector ¢y = p; is now
given by,

Q1 = pp=0; Py = pgqg +a®=0;
wp = pi1g2+m (]% ~0; wy=pip2~0 (3.34)

Here @, and @, are primary while w; and wy are secondary constraints. The
constraint algebra shows that ®; and w; are first class while the rest are
second class. So the constraint structure in the singular limit is different
from that in the general case discussed above. Specifically the appearance
of a secondary first class constraint is to be noted. The total Hamiltonian
reads as

Hp = H,+ £'®, (3.35)

where H, is the canonical Hamiltonian, given by

H.=m\/¢ + p1¢e (3.36)

Note that, as before, the total Hamiltonian consists of one undetermined
multiplier indicating one independent gauge degree of freedom.

The construction of the generator of the gauge transformations follow the
course outlined in section 2. At first we strongly impose the second class
constraints (P9, wy) using the Dirac bracket formalism. The non-trivial
Dirac brackets among the phase-space variables are
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{0, 20 }p = g%
{@i, p2}p = _%
{@1, 1030 = Nw
{®u, 2} = N — %
2 —
{Gop. a2 }p = i_%(pwpz,;?qu%ply) .

Note that the coordinate algebra {q1,, ¢1, } p becomes commutative as a re-
sult of usual dispersion relation. This may be contrasted with the general
case (p? # m?) leading to a noncommutative coordinate algebra (first equa-
tion in (3.20)). The generator is given by

G = 'd; + Ew,y (3.38)
Due to the presence of a secondary first class constraint(w;), ¢! and € are
not independent. There is a restriction [32]
de’ a 2 1~ 2
oo =0 (3.39)

a=1,2

The other restriction(3.24) follows from the higher derivative nature . In-
terestingly, both the restrictions lead to the same condition

e =+t (3.40)

To proceed further we require to express the Lagrange multiplier ¢! in terms
of the phase space variables. To this end we calculate ¢ as

@ = {d¢5, Hr}p (3.41)

where Hrp is the total Hamiltonian given by equation (3.35). Using the
basic brackets (3.37) we get

i 2

. p q

o=l St 2
p1 —

(P1Q2 +m q%)} - i(,’!?1612) + p;
m? Papida \ /2

“w
" P m
Py — 55— | pip2 + D242 (3.42)
[ oo ( Vi )]
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Implementing the constraints (3.34) and simplifying, yields,

2 2) qug

S e
g5 =& gy, — (p]—m , 3.43
=a - P3p1g (3.43)
which immediately gives, on contraction with gy,
1 d
1 2
= —— 3.44

Using (3.40, 3.44) we can express one of the gauge parameters appearing in
(G'(3.38) in terms of the other. We observe that in spite of the modified con-
straint structure corresponding to the singular point, the gauge generator
may be consistently constructed by our general method.

3.2 A consistency check

An important relation to check the consistency of our scheme is given by [32]

06t =— =Y e (V' +¢'CY) (3.45)

a=1,2
where the coefficients V,* and C ;¢ are defined by (2.19, 2.20). Here both
V. % and C_,° vanish.

Now we can independently calculate ¢! for our theory and an exact agree-
ment with (3.45) will be demonstrated.

Taking the gauge variation on both sides of (3.44) and substituting d¢} from
(3.26) we arrive at,

1 d
0t = — 2R (a5 + 26630 — m*)ph) ——a3
1 d
T Zar (@2 (€' 65 + 2€° 45 (p} — m?*)ph) ] (3.46)
2

Imposing the constraints (3.6, 3.16) and simplifying the ensuing algebra
immediately reproduces(3.45).This completes our consistency check.
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3.3 The rigid relativistic particle model

The massless version of the model known as ‘rigid relativistic particle’, is
obtained by setting m = 0 in (3.1). It presents some unique features.
We perform a detailed Hamiltonian analysis which is quite distinct from
the earlier(massive) model due to a modified symplectic structure. It is
interesting to point out in this case that we will be able to find out an extra
symmetry apart from the expected diffeomorphism symmetry. This is the
Ws-symmetry [45].

3.3.1 Hamiltonian analysis

The relativistic point particle theory with rigidity only has the action [29,31]

S = a/ ()" _ ) 4 (3.47)

72
We introduce the new coordinates
¢ =" ¢ =it (3.48)

The Lagrangian in these coordinates has a first order form given by

1
2 \2 2:2\2
42q2) — 429 .
L = Oé(< 2 2) q2 2 2) +q6L(Q1;4 - 92;1) (349)
2

where ¢/ are the Lagrange multipliers that enforce the constraints
qlu — Qo = 0 (350)

Let po,, pi, and po, be the canonical momenta conjugate to qo,, ¢, and
2, respectively. Then

0L 0
Pip = Qou
i, (3.51)
P = 5= :
2p q%\/ﬁ Iz
where,
g = ((CI2Q2)2 — ngg)
I, = (q202)q2u — chjzu (3.52)



3.3. The rigid relativistic particle model 36

We immediately get the following primary constraints

Q)Op, = Pop ~ 0
(I)lﬂ =DPip — Qo = 0 (353)

and

Q. = pp=0
Dy = pagg+at=0 (3.54)

The first set of constraints (3.53) are an outcome of our extension of the
original Lagrangian. The canonical Hamiltonian following from the usual
definition is given by

He = qoudl (3.55)

The total Hamiltonian is
Hyp = He + ug, @) + uy, @ + N @) + N\, (3.56)

where wug,, u1,, A\' and A\* are as yet undetermined multipliers. Now, con-
serving the primary constraints we get

boy = {Poy, Hr} = —qo, + 1, ~ 0

{(I)lw Hr} = —g, ~ 0

o, = {®,Hr} = —qog2~0

Dy = {Oy, Hr} = —2(qop2)g2 ~ 0 (3.57)

KA
=
|

We find that the multipliers wug, and wu;, are fixed
ug, =0 and uy, = gy (3.58)
while new secondary constraints are obtained

w1 = qog2 ~ 0
we = qop2 ~ 0 (3.59)

The last constraint in (3.57) simplifies to wy since g5 # 0 as may be observed
from the structure of the Lagrangian (3.49). The total Hamiltonian now
becomes

Hr = qouds + qou @ + N @1 + N>, (3.60)

Preserving the constraints3.59 we get w; ~ 0 ; wy ~ —q2 thereby yielding
a tertiary constraint ®3 = ¢2 ~ 0. This terminates the iterative process of
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obtaining constraints. The complete set of constraints is now given by,

q)Ou = Pou = 0
q)l,u Py — qop ~ 0
Q1 = ppe=0

by = pagz+a’=0

w1 = Gog2 =0

wy = qop2~=0

d3 = ¢ ~0 (3.61)

PBs among the constraints are given by

{q>0u7 ©1V} = Nw

{Pop, w1} = —qou
{Qop, w2} = —pay
{®ou, 3} = —2qo,
{P1,w1} = —w1 =0

{@1,0)2} = W = 0

{P1,P2} = 0

{®y,01} = —2¢5wy =0

{@2, Wz} = 2273(%(]2) =0

{wi,we} = ¢ =0 (3.62)

Apparently, ®g,, ®1,, wi, wy and Pz are second class. However we may
substitute ®3 by @ where

One can easily verify that ®; commutes with all the constraints. The set of
constraints are taken to be @, ®1,, ®1, 2, wy, wy and P4 which are may
be classified in table 1.

3.3.2 Gauge symmetries and the emergence of the s
algebra

In the above we have considered the hamiltonian formulation of the model
(3.47) in the first order approach. The expression of the total Hamiltonian
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Table 3.1: Classification of Constraints

First class Second class

Primary q)h (I)Q (I)O,U«? (I)lu

Secondary

/
(DS W1, W2

(3.60) suggests two independent gauge symmetries of the model. In the
following we will construct the gauge generator and interpret the different

gauge symmetries physically.

The variables ¢o,, and their associated momenta py,, comprise the unphysical
sector of the phase space. This is characterised by the second class pair
D, and ®;,. To find the gauge symmetries we have to eliminate these
constraints. Considering their unphysical nature it will be appropriate to
work in the reduced phase by putting ®¢, and ®;, equal to zero. The set
of remaining constraints in the reduced phase space become

CI)l =
Py, =
W =
Wy =

@3:

DP2q2 ~ 0

p3g; +a’ =0

P1g2 = 0

pip2 ~ 0

pi=0 (3.64)

Inspection of the algebra (3.62) shows that in the reduced phase space
Oy, Oy, wy, we and P4 form a first class set. In what follows it will be
advantageous to rename the constraints as

Q=P
Qy = @y
Q3 =w
Qy = wy
Q5 = P3

p2q2 =~ 0
= p3g; +a’ =0
= pe~=0
= pip2=0
= =0 (3.65)

Also the canonical Hamiltonian is obtained from (3.55) as

H, = Qy (3.66)

The corresponding total Hamiltonian is

Hr = Ho + '@ + A2, (3.67)
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As done previously, the gauge generator is written as a combination of all

the first class constraints,
5

G=> e, (3.68)
a=1
However,due to the presence of secondary first-class constraints, the param-
eters of gauge transformation(e,) are not independent. The independent
parameters will be isolated by using 2.18. The first step in this direction is
to calculate the structure functions V,? and C¢, using their definitions (2.19,
2.20). A straightforward calculation gives the following nonzero values:

‘/13 — 17 ‘/'24:2(]22
V,h =1 (3.69)
and
c3 = -1, C=1
C2§ = —2Q22> 022:2173
Cy’ =1 (3.70)

Using these(3.69, 3.70) in the master equation (2.18) we arrive at the fol-
lowing equations

E—e +NE —22%M,2 =0
et —2¢,%€* — Mt + 2073, = 0
& =¢ (3.71)

Certain points are immediately apparent from the above equations. Out of
the five gauge parameters €* three parameters may be expressed in terms of
the remaining two using the equations(3.71). It is most convenient to take
€3 and €® as independent.

To proceed further we require to work out the Lagrange multipliers in (3.67).
For that purpose we first compute ¢o, = {qo,, Hr}. Using the expression
for total Hamiltonian given in(3.67)we get

Gop = Moy + 2X°G3pay (3.72)

Now scalar multiplying the above equation(3.72) by ¢4 and py we obtain
respectively solutions for A! and A\? as
9242

q2

2
g
\o= W‘é; (3.73)

A=
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Substituting these results for A!, A2 and €* = ¢€° in the first two equations
of (3.71) one can express

] o
€ = &+ qz—?e?) — Lfeﬁ
qs qs
1 Jo - a
€ = — (65 - q2q2265 + 2\/—9263) (3.74)
2¢q, s P27

Note that the theory under investigation is a higher derivative theory. So
the gauge transformations are additionally subject to the condition (2.39).
After simplification this condition reduces to

. . /g
2qap1€” = (C_I2p2 + q\/;) (3.75)

2

Using the constraints of the theory this condition reduces to a tautological
statement 0 = 0. So, for this particular model, (2.39) does not impose
any new conditions on the gauge parameters. We thus find that there are
two independent gauge parameters in the expression of the gauge generator
G.Taking €® and €’ to be independent, the expression for the gauge generator
becomes(3.68)

] o
G = (6'3 + LD —@é) Q)+
ds 43

L ('e5 ey, OV e3> Qy + Q5 + EQ, + €05 (3.76)
24y G Py"4s

that there are only two independent parameters is consistent with the fact
that there were two independent Lagrange multipliers in the expression
of the total hamiltonian (3.67). Note, however, the distinction from the
massive model discussed in the previous section. There we found only one
independent gauge degree of freedom which was shown to have a one to one
correspondence with the diffeomorhism invariance of the model. Clearly,
the rigid relativistic particle is endowed with more general symmetries as is
indicated by its gauge generator.

In order to unravel the meaning of the additional gauge symmetry we calcu-
late the gauge variations of the dynamical variables, defined as g = {q, G}.
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These are given by,

oqf = €qb +eph + 26!

. 4242 a./g . . 7242 - a\/g .
0y = (63 +oe - L{é’) ¢ + (65 e+ 2\/—263> Ph + Epy
4y ') 4y YORP)
opy = 0
3 P ay/g .
g = - (@ Bhe - O
qs ds
2 .
Py (.5 @iy W9 3) o 3.
—= & - € + € ) gy —ep (3.77)
g ( R S '

Figure 3.1: orthogonal frame attached with particle world trajectory

Now it would be customary to identify the geometrical origin of these in-
dependent gauge transformations. It is well known that the most general
deformation of the rigid particle trajectory may be resolved as [46]

i—é is orthogonal to the tangent space mapped by z(see figure.1).

The coefficients 3, n are respectively the diffeo-morphism and w-morphism
parameters. Now we rewrite the first equation of (3.77) as

T
where @] =

N

As we have noted earlier, the gauge variations (3.77) contain two indepen-
dent gauge parameters € and €. Let us first assume

oqft = it + & —it + 26°p) (3.79)

#0 and € =0 (3.80)
Substituting this condition in (3.79) we get

Sqtt = ¥t (3.81)
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Comparing the above with (3.78) we can easily see that the gauge genera-
tor subject to the limiting condition (3.80) generates diffeomorphism(with
¢ = ) and the corresponding gauge symmetry is identified with diffeo-
morphism invariance. This identification may be confirmed by working out
the variations of other phase space variables under reparametrization and
comparing them with the gauge variation generated by G, subject to the
same condition (3.80).

It is now clear that the gauge generator subject to the other extreme con-
dition
=0 and € #0 (3.82)
generates symmetry transformations other than diffeos. Substituting (3.82)
in (3.79) we now get
a
Sqll = € EIL + 26%pl (3.83)
Looking back at the second equation of (3.51) we find that the linear term
containing p} in the variation (3.83) can be neglected, as p| is a Lagrange
multiplier. Comparing with (3.78) we can then associate (3.83) with w -

transformation, by identifying n = €° O‘g . Thus the additional symmetry

corresponding to (3.82) is nothing but W - symmetry. It is now straight-
forward to show that the two different symmetries together satisfy the W3
algebra. Let us denote the transformations of category 1 (diffeomorphisms)
by the superscript ‘D’ and the category 2 transformations by ‘W’. Detailed
calculations on all the phase-space variables show that

{5(5),5(5)} = (5(3D); with € = ées — 3¢
{o2,6801 = o005 with  &® =~

{600,600 = 60 with & =2 (4 - )

€1

which is nothing but the W3 algebra.

3.4 (Anti-)BRST symmetries and W3-algebra

In this section we construct the nilpotent BRST and anti-BRST symmetries
for the theory. For this purpose we need to fix a gauge before the quantiza-
tion of the theory as the theory is gauge invariant and therefore has some
redundant degrees of freedom. The general gauge condition in this case is
chosen as:

A[f(g)] =0, (3.84)
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where f(q) is a general function of all the generic variables g. Some explicit
examples of gauge conditions corresponding to relativistic particle models
are [31].

¢ —7=0, ¢g—1=0, pr=0, ¢5=0. (3.85)

The general gauge condition (6.46) can be incorporated at a quantum level
by adding the appropriate gauge-fixing term to classical action.

The linearised gauge-fixing term using Nakanishi-Lautrup auxiliary variable
B(q) is given by

Sy = /dT BBQ + BFl[f(q)]] : (3.86)

To complete the effective theory we need a further Faddeev-Popov ghost
term in the action. The ghost term in this case is constructed as

S = / dr [esF [ (q)],
_— / dr [csF ()] (3.87)

where ¢ and ¢ are ghost and anti-ghost variables. Now the effective action
can be written as

Seff =S+ ng + Sgh. (3.88)

The source free generating functional for this theory is defined as

Z[0] = / Dq e'Seit (3.89)

where Dq is the path integral measure. The nilpotent BRST symmetry of
the effective action in the case of relativistic particle model with curvature
is defined by replacing the infinitesimal reparametrisation parameter (A) to
ghost variable ¢ in the gauge transformation given in equation (3.25) as

D j_ I Dy _ . p <
4y = —Cqz, S 4y = —C43 — 4y,

sPc=0, sPe=B, s?B=0, (3.90)

where ¢, ¢ and B are ghost, anti-ghost and auxiliary variables respectively
for relativistic particle model with curvature. This BRST transformation,
corresponding to gauge symmetry identified with the diffeomorphism in-
variance, leaves both the effective action as well as generating functional,
invariant. Similarly, we construct the anti-BRST symmetry transforma-
tion, where the roles of ghost and anti-ghosts are interchanged with some
coefficients, as

|

Dy _ Do s —ep
41 = —C4y, S 4y = —C4y — C(qy,

Pe=0, 3c=-B, B=0. (3.91)

|
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These transformations are nilpotent and absolutely anticommuting in na-
ture 1.e.

(sP)? =0, (3")*=0, sP5” +35"sP =0. (3.92)
The above (anti-)BRST transformations are valid for both the models. On
the other hand, the nilpotent BRST and anti-BRST symmetry transforma-
tions, identified with W-symmetry (with € = 0) in (3.77), for relativistic
massless particle model with rigidity only, are constructed as

sVal = nph +2npl,

a,/g . . Q202 . )
Ve = — {nqur( ——2n>p§+np¥,
D) D)
a,/g . p2 . G2qs .
R [ng——g( ——zn)qs,
qs a5 4z
sn =0, s"p=DB, sYB=0, (3.93)
and
sVl = s+ 20ph,
_ « g; i) 2(_?2; .
sV = — 477615+(n——277 ph + 1Y,
D) qs
2 .
. _ oG . . PE(. GQb.
sVpl = 0, §"ph= { h — 3(77——277>q§‘,
qa 2 2
Y =0, n=-B, §VB=0, (3.94)

where 1,77 and B are ghost, anti-ghost and auxiliary variables, respectively,
for relativistic massless particle model with rigidity.

Here we observe interestingly that the BRST symmetry transformations of
all variables (excluding the anti-ghost variable) given in equations (3.90)
and (3.93) also satisfy the Ws-algebra as

[s0,50] = st with ez = b1 — éa0n
[sP,sW] = sW: with 5 =ije

wow W P
[ Sm] = Sp; with = P (M2 — mn2) ,

and the anti-BRST symmetry transformations of all variables (excluding
ghost variable) given in equations (3.91) and (3.94) also satisfy the Wj-

algebra as
[gg, 52} = 552; Wlth 73 = 72&1 — égél
52,50 = su; with 7 =1e
[—W. fW} _ W ith = p_% (7 - )
S Sl = Spgy WI 3 = q% 2t — Tin2) -
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This completes our analysis of the connection between the (anti-)BRST
symmetries and W3-algebra.

3.5 FCBRST formulation for higher deriva-
tive theory

In this section we investigate the finite coordinate-dependent BRST (FCBRST)
formulation for general higher derivative theory. To do so, we first define the
infinitesimal BRST symmetry transformation with Grassmannian constant
parameter dp as

0bq = 5q Op, (3.95)

where sq is the BRST variation of generic variables ¢ in the higher deriva-
tive theories. The properties of the usual BRST transformation in equation
(3.95) do not depend on whether the parameter dp is (i) finite or infinitesi-
mal, (ii) variable-dependent or not, as long as it is anticommuting and global
in nature. These observations give us a freedom to generalize the BRST
transformation by making the parameter dp finite and coordinate-dependent
without affecting its properties. We call such generalized BRST transfor-
mation in quantum mechanical systems as FCBRST transformation. In the
field theory such generalization is known as FFBRST transformation [53].
Here we adopt a similar technique to generalize the BRST transformation
in quantum mechanical theory. We start by making the infinitesimal pa-
rameter coordinate-dependent with introduction of an arbitrary parameter
k(0 < k <1). We allow the generalized coordinates, ¢(x), to depend on
k in such a way that ¢(k = 0) = ¢ and g(k = 1) = ¢, the transformed
coordinate.

The usual infinitesimal BRST transformation, thus can be written generi-
cally as

dq(r) = s[q]®'[q(k)]dx, (3.96)

where the ©'[¢(k)]dk is the infinitesimal but coordinate-dependent param-
eter. The FCBRST transformation with the finite coordinate-dependent
parameter then can be constructed by integrating such infinitesimal trans-
formation from k = 0 to kK = 1, to obtain [53]

¢ =q(k=1) =q(k =0) + s(q)Olq], (3.97)
where

Olq = / 0RO (), (3.98)
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is the finite coordinate-dependent parameter.

Such a generalized BRST transformation with finite coordinate-dependent
parameter is the symmetry of the effective action in equation (3.88). How-
ever, the path integral measure in equation (3.89) is not invariant under
such transformation as the BRST parameter is finite in nature. The Jaco-
bian of the path integral measure for such transformations is then evaluated
for some particular choices of the finite coordinate-dependent parameter,

Olg(x)], as
Dq = J(k)Dq(k). (3.99)
The Jacobian, J(x) can be replaced (within the functional integral) as
J(k) — exp[iSi[q¢(K)]], (3.100)

iff the following condition is satisfied [53]

/Dq Efl_i B Z'W} exp [i(Sers +51)] =0, (3.101)

where S1[q¢] is local functional of variables such that at £ = 0 it must vanish.
The infinitesimal change in the J(k) is written as [53],

1dJ N 00'[q(k)]
T = [ ar [T (3102)

where + sign refers to whether ¢ is a bosonic or a fermionic variable.

Thus, the FCBRST transformation with appropriate ©, changes the ef-
fective action S.sr to a new effective action S.rr + Si(k = 1) within the
functional integration.

3.6 Connecting different gauges in relativis-
tic particle models

Here we will exploit the general FCBRST formulation developed in the
previous section to connect the path integral of relativistic particle models
with different gauge conditions. The FCBRST transformations (f;) for the
relativistic particle model with curvature are constructed as follows:

fod = —cyOlq], fogy = (—cgy — cdy)Olq],
be = 0, fbé = B@[q], be = 0, (3103)
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where ©[q] is an arbitrary finite coordinate-dependent parameter. Now,
we show how two different gauges (say Fi(q) = 0 and Fy(q) = 0) in the
relativistic particle model may be connected by such transformations. For
this purpose, let us choose the following infinitesimal coordinate dependent
parameter (through equation (3.98))

Let us first calculate the infinitesimal change in the Jacobian J(k) for above

©'[q] using the relation (3.102) as

1dJ

U i/dT[—B(E — By + s(Fy - Fy)d,

= —i/dT[B(F1 — Fy) +¢s(F — Fy)). (3.105)
To express the Jacobian as €' [53], we take the ansatz,
Si[k] = /dT[Cl(I{)BFl + Q(r)BFy + (3(k)¢ sFy + Cu(k)e sFy), (3.106)

where (;(k)(i = 1,...4) are constant parameters satisfying the boundary
conditions
Gi(k =0) =0. (3.107)

To satisfy the crucial condition (3.101), we calculate the infinitesimal change
in S with respect to x using the relation (3.96) as

dSl [Qa /{]

d = /dT[C{BFl—l-CéBFQ—FCéE SF1+<4/15 SFQ
K

+ (G — G)B(sF1)O + (¢ — ¢4)B(sF)0'],  (3.108)

where prime denotes the differentiation with respect to k. Exploiting equa-
tions (3.105) and (3.108), the condition (3.101) simplifies to,

/Dq (G +1)BFy + (¢ — 1)BFy + (G5 + 1)¢ sFy + (¢ — 1)¢ sy
+ (G — G3)B(sF)O' + (G — () B(sFy) @] eFesst5) = 0. (3.109)

The comparison of coefficients from the terms of the above equation gives
the following constraints on the parameters (;

G—G=0, ¢@—G=0. (3.110)
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The solutions of the above equations satisfying the boundary conditions
(3.107) are

G=-kK Q=K @G=-K Q=& (3.111)

With these values of (; the expression of Si[k] given in equation (3.106)
becomes

Si[k] = /dT[—KJBFl + kBF; — k¢ sFy + ke sFy), (3.112)

which vanishes at £ = 0. Now, by adding S;(k = 1) to the effective action
(Serr) given in equation (3.88) we get

Ser+S1(k=1)=S+ /dT BB2 + BE) [ f(q)] + cng[f(q)]] , (3.113)

which is nothing but the effective action for relativistic particle models sat-
isfying the different gauge condition Fy[f(q)] = 0. Thus, under FCBRST
transformation, the generating functional of higher derivative models changes
from one gauge condition (Fi[f(¢)] = 0) to another gauge (F3[f(¢q)] =0) as

/dTeiSeff — ECEEST—) (/ dTei[SeferSl(“l)}) . (3.114)

We end this section by noting that the FCBRST transformation with appro-
priate finite coordinate-dependent parameter is able to connect two different
(arbitrary) gauges of the relativistic particle model.

3.7 Discussions

In this chapter we have taken the relativistic particle model with curvature.
Both the massive and massless versions were considered in the first order
formalism to explore their gauge symmetries. We have used an extended
version of the algorithm of Banerjee et. al. [32] to construct the gauge gen-
erators. The apparent mismatch in counting the gauge degrees of freedom
fromthe no, of PFCs [27] has been explained. Also, from the methodology
we have shown why the massless version has two gauge degrees of free-
dom. Moreover, we have extracted both these symmetries using the gauge
generator. One of the symmetries was identified with the usual diffeomor-
phism invariance whereas the other has been shown to be W3 symmetry.
In this connection, it may be noted that this result was earlier obtained
only at equations of motion level. The BRST symmetries were explored for
both the massive and massless models. The massless version in this case
exhibited the W3 algebra also for the (anti-)BRST.



Chapter 4

Extended
Maxwell-Chern-Simons model

In the previous chapter we have demonstrated the application of our method
of canonical analysis for particle models. In this chapter, we extend the
application of our method to field theories. We consider the action of the
extended-Maxwell-Chern-Simon’s (EMCS) in 2+1 dimension which is given
by

1
S = / d*x <—ZFHVF“” + geaﬁV(apa,,Aa)(aﬁAv)) (4.1)
where F,, = 0,4, — 0,A,. Note that the model is endowed with the U(1)
symmetry

Ay = A, + A (4.2)

and is an extension of the usual Maxwell Chern Simons theory [55]. The
second term in the action contains higher derivative terms and may be
viewed as the higher derivative version of the Chern-Simons piece. The
model actually derive its physical significance from the fact that it give rise
to the topological gravity in the higher dimensions. The fields in this case
are the vector potential A, and it’s higher time derivatives. The complete
Hamiltonian analysis is done in the first order formalism. It is shown that
there is only one primary first class constraint along with two secondary
first class constraints. Consequently, the gauge generator has three gauge
parameters. The exact mapping of this independent gauge symmetry with
the U(1) symmetry has been established.

49
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4.1 Hamiltonian analysis of the model in the
equivalent first order formalism

In our approach the time derivative of the field A, will be considered as
additional fields. Thus, it will be convenient to expand the Lagrangian of
the model (4.1) in space and time parts. Using the mostly positive metric
(M = -, +, +) the Lagrangian is written as

1
2
+V2A)0A; — geij(—zii +V2A)A; +

geij(—Ai + VzAi)ajAo (4.3)

Here the fields are referred to their covariant components and dot repre-
sents derivative with respect to time. Note that the effect of the relativistic
metric 7, has been taken care of explicitly in writing (4.3). In the following
subscripts from the middle of the Greek alphabet p, v assume the values
0,1, 2 and those from the middle of the Latin alphabet i, j take values 1
and 2. In any case, they just label the components and no further reference
to the relativistic metric is implied.

To analyze the model in the equivalent first order formalism we define the
new coordinates

&u=A4A, and &, =4, (4.4)
This immediately imposes the constraint
Eon = E1p (4.5)

The equivalent first order Lagrangian is obtained from (4.3) using the defi-
nitions (4.4) as

1
L= 5(521‘521‘ + 0;€100:&10 — 0:61;0i15 — 262;0;&10 + 0i6150;11)

+g€ij(_é20 + V2§10)3z‘§1j - gez‘j(—fzi + Vqu)fzj
+g€ij(—52i + V2£15)0;&10 + Eop(Eop — 51;) (4.6)

where the constraint (4.5) is enforced by the Lagrange multiplier &,,,. Hence-
forth, &y, will be considered as independent fields.
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To proceed with the canonical analysis we define the momenta I1y,,I1;,, IIy,
conjugate to the fields &y, {14, §2, respectively in the usual way :

/
I, = oL ; a=0,1,2 (4.7)

Oy

As a result the following primary constraints emerge:

(I)OM = HOM ~ 0
®yy = Iy + g%‘aifu ~0

Dy = Iy — g‘fij£2j + gﬁijajfw ~ 0 (4.8)

The basic Poisson brackets are

{Sau(x)v H,BV(X,)} = 50455,111/52 (X - X/) (49)
where «, f = 0, 1, 2. This leads to the following algebra of the primary
constraint,

{@10(x), os(x)} = —5e06%(x = X)

{@1i(x), Poo(X)} = gez’j (6% (x — X)

{@2i(x), Po;(X)} = —gei;60°(x —x')

[@0,(x), B1(x)} = —6,,8%(x — x) (4.10)

All other brackets between the constraints vanish. Apparently all the pri-
mary constraints have non trivial brackets among themselves. However, we
can make the following linear combinations of the primary constraints

(DIQO = @20 —I— gﬁijaiq)oj ~ O
Bl = Doy + geijajcboo ~ 0 (4.11)

Using the algebra of the primary constraints (4.10) we find that the con-
straint algebra simplifies to

{Pou(x), 21, (X))} = —0,,0°(x —X)
{@h(x), @y;(x)} = —geyd*(x —x) (4.12)
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It will thus be convenient to replace the original set of primary constraints
{(DOM , @10, @1y, Poo, Poi} by {(I)O;m Do, @1y, Doy, Py, }. Explicitly, the new
set of primary constraints are

(I)OM = HOM ~ (0
Dy = Ty + gﬁijaiflj + gﬁijaiHOj ~0

(I)lgl = H2i — geijééj + gﬁijajflo =+ geijajﬂoo ~ 0 (413)

The canonical Hamiltonian is obtained by Legendre transformation as

Hen = / Heand*x (4.14)
where H,q, is the canonical Hamiltonian density, given by:
Hean = _%(£Zi£2i + 0:£100:€10 — 0i610:615 — 26250;E10 + 0:610;E1;) —
gGijV2§103i§1j + g€ijv2§1i~§2j - ng’jV2§1i3j§10 - §0u€2u (4'15)
The total Hamiltonian is
Hy = /d2x(7{m + Nop®oy + A1, D1y + APy + Ao P;) (4.16)

The multipliers Ag,, A1y, and Ay, are arbitrary at this stage.

The primary constraints (4.13) should be conserved in time, i.e. there Pois-
son bracket with Hp should vanish. Conserving ®,, ®1,, ®), in time the
following multipliers are fixed,

Aoy = V21510 — 0i&ai — 9€ijv2ai51j

Noi = =V + 80,615 — gei; V29,610 + gez‘j&j
Alu = £2u
1 1
A2i = §(V2§1i + 3¢§20) + E‘fij (83510 - ij - £2j) (4'17)

Only Asy remains arbitrary. Substituting these in the total Hamiltonian
we find that it contains only one arbitrary multiplier Asy. This shows that
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there is only one gauge degree of freedom, a result consistent with the gauge
transformation of the original field A,,.

Comnserving @), in time, a secondary constraint emerges.

Wy = &oo + geijaiféj ~0 (4.18)
From \111 =0 we get
{Vy,Hr} =0 (4.19)
A straightforward calculation gives
AOO - geijﬁjAgi =0 (420)

Using the values of Agy and Ay; from (4.17) and simplifying we get
Dioi — g%‘vQ@z‘fu =0 (4.21)
which is a new secondary constraint
Uy = 9iE0r — geijv%iglj ~ 0 (4.22)
The condition {¥s, Hr} = 0 gives
9iAo; — geijv%i/\lj ~0 (4.23)

Substituting the values of Ag; and A;; the above equation reduces to the
form 0 = 0. Hence the iterative process stops here giving no further con-
straints. The primary constraints of the theory are {®q,, ®1,, Py, P}
while the secondary constraints are W and Ws.

Using the Poisson brackets (4.9) the complete algebra of constraints can be
worked out as

= —0,0%(x—X)

), @1, (x') }
{@5(x), Py (x)} = —geyd°(x — )
{U,(x), Po, (X))} = 60,0%(x —X)
{W1(x), Ph(x)} = —gei0;0°(x — x)
X)) = a0 x—x)
(x)

{Wa(x), @)} = —Teij0, V20,8 (x =) (4.24)

The constraint algebra appears to be complicated but new linear combina-
tions will simplify the algebra. Before going into that discussion it is time
to get rid of the unphysical variables &, and Iy,.



4.1. Hamiltonian analysis of the model in the equivalent first order formalism 54

4.1.1 Calculation in reduced phase space

The fields &y, and IIy, can be eliminated by strongly imposing the con-
straints g, and <I>1M1. The remaining constraints of the theory can now be
rewritten as

Dyy = Il + gﬁz‘jaz‘fu ~0
g

Oy = Iy — 5%(52]‘ — 0;10) = 0
\1’1 = —Hm + geij&{% ~0
\IIQ = —&Hh — geijv28i§1j ~ 0 (425)

The Poisson brackets between these constraints can be read from (4.24).
The nontrivial brackets are

{®2i(x), Poj(x)} = —gei;6°(x — X))
{\Ifl(X), q)gi(X/)} = —geij8j52(x — X,) (426)
We can form the linear combination

It can be easily checked that ¥} has vanishing brackets with all other con-
straints. Replacing the set of constraints {®q, Po; ,¥;, and Wy} by the
new set {®q, Po; , W), and Wy}, we find that there are three first class
constraints: ®9y, W), and ¥, and two second-class constraints ®o; . The
classification of the constraints of the theory is tabulated in Table 1.

Before proceeding further, a degrees of freedom count will be instructive.
The total number of phase space variables is 12. There are three first class
constraints and two second-class constraints. Hence, the no of degrees of
freedom is

12— (2x3+2)=4

We find that the number of degrees of freedom is doubled compared with the
Maxwell theory, which is expected due to the higher derivative nature [26].

!Technically this should be done by replacing the Poisson brackets by the corresponding
Dirac brackets. However, the Dirac brackets here are trivial i.e. the Dirac brackets between
the remaining phase space variables are the same as the Poisson brackets .
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Table 4.1: Classification of Constraints of the model (4.1)

First class Second class

Primary (I)QO (I)Qi

Secondary U}, U,

4.1.2 Reduction of second class constraints

After the elimination of the unphysical sector ( &y, Ily, ), the total Hamil-
tonian becomes

Hy(x) = / X (Mo (%) + Ao (X)Ba0(x) + Aoi (x)Boi(x))  (4.28)

where H.q, is the canonical Hamiltonian density given by

1
chm = _§(€2i£2i + 8161081610 - aiéljaiflj - 252]'83‘510 + aigljaj§1i>

_gqjvzfloaiélj + geijv2£1i(£2j — a]flo) + H1u§2u (429)

and
1 1
A2i = §(V2511 -+ aiééo) + 56”(83510 + Hl] — 62])

Aog is arbitrary. It signifies that there is one continuous gauge degree of
freedom.

In the next section we will explicitly construct the gauge generator using
the method given in [29]. Since the method is directly applicable to theories
with first class constraint only, we have to eliminate the second class con-
straints of our theory. Following Dirac’s method of constraint Hamiltonian
analysis we can strongly put the second class constraints to be zero if the
Poisson brackets are replaced by the corresponding Dirac brackets.

The field theoretic version of the Dirac brackets 2.15 between two phase
space variables A and B is can be written as

(A, Bx)}p = {A(x),B(x)} - / [A(x), Bui(y)}
ANy, z) {Ps(2), BX)} dyd’z (4.30)
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where Ai_jl(x, x') is the inverse of the matrix
Aij(%, %) = {Dai(x), Pa;(x') } (4.31)

The nontrivial Dirac brackets between the phase space variables are calcu-
lated as

{glu(x)a Hll/(X/)}D - 5,W(52(X — X/)

(60,6 (x))p = Sadx—x)

(0. Iy ()} p = 20,8°(x —x)

(600, ()} = —3000%(x — )
{Iai(x). o (X)}p = a0 (x = )
{I2i(). Ty (<) }p = Feigd(x =) (4.32)

All other Dirac brackets are the same as the corresponding Poisson brackets.

4.2 Gauge symmetry in EMCS

As has been mentioned earlier we will follow the method of [29] to con-
struct the gauge generator containing the exact number of independent
gauge parameters. The essence of the method has been reviewed in Sec. 2.
Accordingly, we rename the constraints as €2} = ®qp, 2y = ¥} and Q3 = U,.
The gauge generator is

G = /eaQadgx (4.33)

which is a field theoretic extension of (2.16). These structure functions are
now defined by

{Hcanaga(x>}D - /d2y‘/:1b(YJx)Qb<y)

{Qa(x)> Qb(y)}D = / dQZCabc(za X, Y)Qc(z) (434)
and the master equation (2.18) takes the form
deq, (x
0 = % - /d2y€b(Y)%a1 (Xv Y) -

/ Py d26,(y)Aer (2)Corpar (2,3, %) (4.35)
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Note that Dirac brackets appear on the left hand sides of Eq. (4.34). This
is because there were second class constraints in our theory which have been
eliminated by the Dirac bracket formalism.

Using the defining relations (4.34) and the Dirac brackets (4.32) we find
that the only nonvanishing V,;, are given by

V12(X,Y) = _52(7(_}’)
Vas(x,y) = —6°(x—y) (4.36)

Similarly, from the algebra of the constraints we find all C,;,. = 0. Substi-
tuting these values in the Eq.(4.35) we get the following conditions on the
gauge parameters €,:

éz +€ =
€3+€e = 0 (4.37)
Solving these, we find
€1 = €3
€y = —6.3 (438)

Hence the desired gauge generator assumes the form
G = /dzl'(Eng — égﬂg + 6393) (439)

It is immediately observed that G contains one arbitrary gauge parameter,
namely €.

We still have the additional restrictions (2.39). In our case this leads to the
condition

d
562/1 - Eéglu (440)

where 0&;,,, 0§y, are the gauge variations of &, and &, respectively. Using
the generator G (4.39) we get

552u = {£2u7 G}D = auéS (441)

Similarly
551/.; - {§1u> G}D - au€3 (442)

Clearly the additional restriction (4.40) is identically satisfied. Thus, no
more restriction is imposed on the gauge parameters.
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Finally we look at the comparison of the transformations generated by the
Hamiltonian gauge generator with Lagrangian gauge symmetry (4.2). Since
&1, = A, we have
0A, = 0,€3 (4.43)
A

from (4.42). This is the same transformation as (4.2) if we put e =

4.3 Discussions

In this chapter, we have considered the extended Maxwell Chern Simons
(EMCS) model as an example to illustrate the application of the algorithm
developed in this thesis to a higher derivative field theoretic model. The
EMCS model was introduced by Deser and is an extension of the usual
Maxwell Chern Simons model [55]. The first order formalism which we are
using singles out the time derivative of the fields as additional ‘coordinate’.
Due to this, a manifest Lorentz covariance is lost. We have therefore, con-
verted the entire theory in terms of covariant components and the effect of
the relativistic metric was taken care of by explicitly writing the effective
first rder Lagrangian.

A detailed constraint analysis from the first order Lagrangian has been
performed. We obtained three first class constraints and a pair of second
class constraint. An usual degree of freedom count demonstrated that there
was a doubling of freedom, compared with the usual MCS theory. This
result is consistent with the higher derivative nature of the model.

As has been discussed earlier, the algorithm for constructing independent
gauge generator of the model developed in this thesis is applicable for the-
ories with first class constraints only. We have therefore reduced the phase
space by replacing the Poisson brackets by the corresponding Dirac brack-
ets. This enables one to put the second class constraints strongly equal to
zero. The model has been treated in the first order formalism. Since it is a
higher derivative theory the degrees of freedom count shows that the phase
space has been doubled. Finally, we show that the gauge generator obtained
by us generate U(1) gauge transformation of the phase space variables.



Chapter 5

The quantum charged rigid
membrane

We are continuing the application of our method to different types of sys-
tems. In this chapter we will consider the example of charged rigid mem-
brane. The action for this model will be constructed from the extrinsic
curvature of the membrane evolving in a Minkowski space time.

Theories with extrinsic curvatures are frequently studied, especially in string
theory. Although this concept is not new, but recent inclusion of these theo-
ries in some physically interesting models added an extra urgency to revisit
their symmetry features. As proposed by Dirac in 1962, the membrane
model of the electron is a charged bubble, evolving with time. The model
is not a physical one but has important consequences on brane related the-
ories. To have a basic knowledge of the membrane we have taken, consider
the evolving surface ¥ in a background Minkowski spacetime n** 1 . The
surface is described by the local coordinate z* of the background spacetime.
The embedding function X#(£%) = x* is a function of the local coordinates
of the world volume m, swept out by the surface. We consider the following
effective action underlying the dynamics of the surface X [77]:

S[X*H] = / dP*e(—aK + Bj%", Ay, (5.1)

where K = ¢®K,, being the extrinsic curvature ? and «, 3 are constant

related to the rigidity parameter and form factor respectively. On the other
hand, 7* which minimally couples the charged surface and the electromag-
netic field A, [78], is a constant electric current density distributed over the

lwith p,v =0,1,2,3 and a,b = 0,1,2
2gap is the worldvolume metric and e, = X 1, are tangent vectors to the worldvolume
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world volume and is locally conserved on m with 9,5 = 0. Variation of the
action with respect to the embedding function X*#(£%) leads to the equation
of motion

_ B ca, bV
aR \/__gj nte’ F,. (5.2)
The above equation (5.2) can be thought as a Lorentz force equation with R
being the Gaussian curvature and F), = 20,4, the electromagnetic field
tensor. Under suitable choice of the embedding functions (X*(7,6,¢p) =
(t(7),r(7),0,¥)) equation (5.1) boils down to [77]

S = 47r/cz¢L(r,¢,é~',i,i') (5.3)

where the Lagrangian L, which is higher derivative in nature is given by,

ar? . . ﬁq%
L= _1{2_722(rt_rt) — 2art — - (5.4)

Promptly, we can write down the equation of motion for the higher deriva-
tive Lagrangian:

d /7 2 _ 2 , 5(52 _i2)2g2
— =) =— - "t — —]. .
dr (t) 213 ( 2avr? ) (5-5)

Lagrangian (5.4) will be our sole interest. The model is reparametrisation
invariant under the parameter 7 — 7+ o, with ¢ being infinitesimal. In the
proceeding sections we will develop the Hamiltonian formulation for this
model.

5.1 Hamiltonian analysis

Before we start the Hamiltonian analysis we need to convert the higher
derivative Lagrangian (5.4) to a first order lagrangian, named as the auxil-
iary lagrangian, by introduction of the new fields

o= R
=T (5.6)

So, we write down the auxiliary Lagrangian as 3

2 . 2
U=~ (RT - RT) - 2007 — 2T

N2 +M(R—7) 4+ X(T —1)  (5.7)

3consider N? = T2 — R2, for convenience
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Inclusion of new fields impose constraints
R—7=0, T-1=0 (5.8)

which are taken care of via the multipliers A; and \,. Variation of L' with
respect to r, R, t, T, A\; and Ay give rise to the following equation of motions:

2ar , . : BT .

~ SR (BT = RT) =207+ L2 4 5= 0 (59)

2ar? . - d (ar? ar? .
- R(RT - RT) + (WT) + ST+ =0 (5.10)
Ao =0 (5.11)

2ar% . : d (ar? ar? . Bq?
T(RT —RT) — = (2 R) = —2a0r— 2L 4 5, —0 (5.12
i (RT — RT) dT(NQR) N2R ar — = + X =0 (5.12)
R—7=0 (5.13)
T—i=0 (5.14)

(5.14), (5.14) are obvious since they correspond to (5.8).

Before proceeding for Hamiltonian formulation, we identify the new phase
space which is constituted of the variables are (r,II.), (¢,1L;), (R,IIg),
(T, 117),(A\, I1y,), (Ao, IL,,). Here I = gTL;, are the momenta correspond-
ing to x* which generically stands for the variables r, R,t,T, A\, \o. We
immediately obtain the primary constraints as listed bellow

(I)l = Hr—l—)q%O
(I)Q = Ht+/\2%0

2
ar
CI)3 = HR‘I—WTQO
2
ar
CI)4 = HT—WRWO
@5 = H,\lzo
(b(i = H)\Q%O (515)

The poisson brackets between the field variables are defined as:

{z" v} = 6,
{.’L"u, Z’V} = {Hq;#, qu} = 0 (516)

With the aid of (5.16) the non zero Poisson brackets between the primary
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constraints can be written down

{q)la (I)g} - _WT
2ar
{(1)1, @4} = WR
{0,053 = 1
We can take the following combination of the constraints
P, = RP3+TPy~0 (5.18)
2arR
Q) = o, — e D5 ~ 0 (5.19)

so that the new set of primary constraints are @, ®o, @4, @), $5, $s. The
complete algebra of primary constraints is now given by (only the nonzero
brackets are listed),

{(I)l, @5} - {(I)Q, @6} — 1 (520)
The canonical Hamiltonian via Legendre transformation takes the form as
2
T
Hon = 2007 + 221 3\ T (5.21)

The total Hamiltonian is
Hp = Hegp + M @1 + Ao®y + A3®y + Ay + A5 + AgDg (5.22)

Here A1, Ag, A3, Ay, A5, Ag are the Lagrange multipliers which are arbitrary
at this stage. Only those multipliers which are attached to the primary
second-class constraints will be determined, others corresponding to pri-
mary first class constraints will remain undetermined (although they can
be determined too via equation of motion). At this level, loosely speaking
¢’ and @) are first class constraints (this classification may be changed
after we get the full list of constraints). These two may provide us two
new secondary constraints and the list can still keep increasing until we
get all the constraints. Now, we move towards extracting all constraints of
this system. This can be done by demanding that Poisson brackets of the
constraints with the total Hamiltonian(time evolution) of the constraints
is zero. Preserving &, ®y, &5, $g in time solves the following multipliers
respectively

As = 2aT — 6iZT

Ag = 0

Ay = R

Ay = T. (5.23)
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Whereas, time conservation of the primary constraints ®; and @) leads to
the secondary constraints ¥; and W, respectively given by

2
T
U, = —2arT — b + MR+ XT =0
2 20
\112 = —2ar — ﬁTq + )\2 — WRQ ~ 0 (524)

Before proceeding further we list below all the nonzero Poisson brackets of
the secondary constraints ¥,, ¥, with other constraints:

Be*T
{(I)l, \Ijl} = 2aT1 — 2
{(135, \1[1} - —R
{<D67 \Ijl} - —T
2x Bq?
{1, ¥y} = WTZ T2
dar
{04, W} = —— TR
Now, time preservation of the secondary constraint W; gives identically 0 =
0. And requirement of Wy = 0 solves the Lagrange multiplier Ay = —%R,
with A = 2022 _ 0 ang B = —darTi2,

From the constraint algebra (5.20) and (5.25) one can clearly assert that
there is only one first class constraint ®} with seven other second class
constraints @, ®o, D), 5, &g, ¥y, U5, One point worth noting since there
are odd number of second class constraints, it indicate there might be some
other first class constraint to make the pair of second class constraints even.
Judiciously, we can choose a combination V) = ¥; — A;$y — Ay®y — Ay P —
As®5 — AgPg so that the pair (P4, ¥)) becomes first-class. This completes
our constraint classification.

Having completed the constraint classification, its time to get rid of the
unphysical sector (A1, I1y,) and (A9, II,,) by imposing the primary second
class constraints @1, @y, 5, Pg strongly zero. This can be done by replacing
all Poisson brackets by Dirac brackets for rest of the calculations. Sur-
prisingly, Dirac brackets between the basic fields remain same as their
corresponding Poisson brackets. So, now our phase space is spanned by
{r,10,,t,11;, R, I1g, T, II7}. For convenience of future calculations we re-
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name the constraints as

= (IDQ, =RO3+TP, =0 (5.26)

F2 = \Ijl — A4(I)4 ~0 (527)

S = =0 (5.28)
Bqg?  2arR?

Sy = Uy =—II;, — 2ar — — — ~ 0. 5.29

2 2 t ar , N2 ( )

Here, Fi, Iy is the first class pair with F} as primary first class constraint.
So far we observed that in this theory, there is only one primary first class
constraint with one undetermined multiplier which clearly indicate existence
of gauge symmetry(s) in the system. In the next section we will extract the
gauge symmetries of this quantum charged rigid membrane.

5.2 Gauge symmetry and Virasoro algebra

To study gauge symmetry we need to remove all the second class constraint
from the system by setting them strongly zero and performing Dirac bracket
defined by (2.15) . To compute Ai_jl for the set of of second class constraints,

we have {5, S2} = —46“1(,—232. So, we can compute the Dirac Brackets be-
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tween the basic fields. The nonzero DBs are *:

{r1,}, =1
N2
Hrat = -
A
{HT> T}D = _E
2 A
{Hm HT}D - ?é\;R é
{t, Ht}D — 1
r(T?% + R?)
H p—
I ATR?
1
6Ty, = ——
{ ) }D B
r
{t7 HT}D = _ﬁ
{R, Iz}, =1
T
{HR7 T}D = _E

20eT A ar?(T? + R?)

2
ar
{HR,HT}D == W (530)

The generator of the gauge transformation is given by a linear combination
of all first class constraints,

G = 61F1 + EQFQ (531)

where €; and ey are gauge parameters. We need to find out whether these
gauge parameters are independent or not.
The Dirac brackets between the first class constraints are given by

Using a suggestive notation we rename the constraints F; and F, as

L, = F (5.34)

We can easily identify a sort of truncated Virasoro algebra of the form

{Lum, Lu}p = (m — 1) Lupsn (5.35)

4 - 2072 2 TR?
with A = =53 —ﬁr’é,B:‘J‘T]\[4
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with m = 0, n = 1 as proposed in [76] for higher derivative cases.

Now, using equations (2.19, 2.20) we compute the structure constants as
Ciog = —1 = —C95 and Vis = 1 (other structure constants are zero).
Exploiting the master equations (2.18) we find the the following relation
between the gauge parameters

€1 — —A3€2 — ég. (536)

It is clear that we have only one independent gauge symmetry in this sys-
tem which is supported by the fact that there is only one undetermined
multiplier. We consider €5 to be independent and compute the gauge trans-
formation of the fields

§r = —e&R (5.37)
§t = —eT (5.38)
SR = &R (5.39)
0T = €1T—|—62éR (540)

B

We can identify this gauge symmetry as reparametrisation symmetry in the
following manner. Consider an infinitesimal transformation of r and t on
the worldvolume as 7 — 7 + ¢. For some infinitesimal o, we can write

or = —or

ot = —ot (5.41)

Clearly, a comparison between (5.37, 6.40) and both equations of (5.41)
shows that the reparametrisation parameter is given by ¢ = €5. Using (5.41)

we compute of Gauge variation of the Lagrangian (5.4)which simplifies to
d

0L = —(oL) (5.42)
dr

and ensure the invariance of the action under (5.41).

5.3 Consistency check

It would be worth to find out the Hamiltonian equations of motion which
are given by

" = R (5.43)
t =T (5.44)
R = AsR (5.45)
) A :

T = ——R+§T (5.46)

B R
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Equations (5.43) and (5.44) are obvious as they arise as constraints at the
Lagrangian level and agrees with (5.14) and (5.14). Taking time derivative
of (5.37) and (6.40) we get

d .
—or = —EQR — EQR (547)
dr

d .

dr

Using equation (6.38) alongwith (5.45, 5.46) the above equations (5.47,
5.48) simplify to

d
— = 4
o or OR (5.49)
d

L5t = or .
ot = (5.50)

which is a direct verification for (2.39). Whereas, (5.46) along with the triv-
ial equation of motions (5.43) and (5.44) can be cast into the form so that
it verify (5.5). This indeed is an important outcome of this analysis which
agrees the validity of this first order formalism via matching the equation
of motion at higher derivative and first order level.

Taking gauge variation of the equation of (5.45) and using (5.39)we get
5A3 = 6'1 (551)

which in turn verifies the first master equation (2.17).

5.4 Discussions

In this chapter, we considered the quantum charged rigid membrane, which
actually was proposed by Dirac [58]. The Lagrangian for this model con-
tains higher derivatives. The model is important because it can serve as a
toy model for brane related theories like the geodetic brane gravity. We have
taken this model to apply the first order formalism as it belongs to a very
important class of physics. For Hamiltonian formulation, the Lagrangian is
converted into the first order form and we obtained the Lagrangian equa-
tions of motion with respect to the dynamical variables. We followed the
programme developed in [29] to unveil the gauge symmetries of this model.
We found that there is only one independent primary first class constraint
which is consistent with the fact that there is only one independent gauge
degree of freedom. The gauge degree of freedom is found out to be nothing
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but the reparametrisation invariance. Also, we matched the equation of
motions at the first order and higher derivative level to show that even in
the first order approach we are dealing, the same dynamics of the system
persists.



Chapter 6

The Regge-Teitelboim model
of Cosmology

After discussing the models from various fields of physics, the final model to
test the first order formalism of this thesis will be from gravity. Specifically,
we will consider the Regge-Teitelboim (RT) model. The RT model can be
thought as an implementation of a gravity theory from the perspective
of string theory. Gravity, in this case, is considered to be induced on a
hypersurface which is evolving in a higher dimensional Minkowski space.
According to the embedding theorem, the dimension of the embedding space
should be atleast w, where N is the dimension of the hypersurface. So,
the Einstein Hilbert action on a 4D hypersurface should be embedded in
10D Minkoswski background [73]. The whole gravity theory, thereafter, is

expressible with respect to the the local coordinates on the hypersurface.

These local coordinates, induced on the hypersurface, are considered to form
a Minisuperspace in the higher dimensional embedding space. Unlike usual
gravity theories where the metric is considered to be fundamental variable,
these induced coordinates in this case are considered to be dynamical vari-
ables. Considering the FriedmannLematreRobertsonWalker (FRLW) met-
ric induced on the hypersurface, the Einstein Hilbert action is computed.
Apparently, the model is higher derivative but there appears a surface term
which can be neglected as it has no effect on the equations of motion and
the model becomes first order. But, in gravity theories these surface terms
cannot be neglected so naively as they carry the information for the entropy
of the system. So, keeping the surface term intact we consider the theory
higher derivative version of the model.

For canonical analysis and hence exploring the gauge symmetries of this
minisuperspace model we follow the first order formalism. It is found that
there appears two first class and two second class constraints. Out of the two

69
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first class constraints, one is primary first class constraint. The method of
Banerjee et. al. shows that there is one independent gauge parameter [32].
The independent gauge symmetry is identified as the reparametrisation in-
variance.

Now, the next step is to quantise this model. The formal quantisation is
performed by promoting the Poisson/Dirac brackets between the canonical
variable to the level of commutator. Proper identification of the phase space
is crucial to begin the quantisation procedure and it is done by removing
all the constraints from the theory. The first class constraints are converted
into second class by introduction of some ad hoc relations among the phas-
espace variables, known as gauge conditions. The number of gauge condi-
tions are always equal to the number of independent first class constraints.
The canonical variables, in the final reduced phase space, are identified.
These canonical variables are the operators which span in some appropriate
Hilbert space. The analogous Schroedinger equation in cosmology is known
as the Wheeler-Dewitt (WDW) equation. The WDW equation in the fully
reduced phase space is constructed and the conserved energy is identified.

6.1 Introduction of the model

The RT model considers a d-dimensional brane » which evolves in a N
dimensional bulk space time with fixed Minkowski metric 7,,. The world
volume swept out by the brane is a d + 1 dimensional manifold m defined
by the embedding x# = X*(£*) where x# are the local coordinates of the
background spacetime and £ are local coordinates for m. The theory is
given by the action functional

sl = [ aiev=goR - 1), (6.1)

where 8 has the dimension [L]'~? and g is the determinant of the induced
metric gq,. A denotes cosmological constant and R is the Ricci scalar. As
has been already stated above, we will be confined to the minisuperspace
cosmological model following from the RT model.

The standard procedure in cosmology is to assume that on the large scale
the universe is homogeneous and isotropic. These special symmetries enable
the 4 dimensional world volume representing the evolving universe to be
embedded in a 5-dimensional Minkowski space time

ds* = —dt* + da® + a*d$2;, (6.2)



6.1. Introduction of the model 71

where d)3 is the metric for unit 3 sphere. To ensure the FRW case we take
the following parametric representation for the brane

ot = XH(E) = (Kr), al(7), x, 0, 9) , (6.3)
a(T) is known as the scale factor.

After ADM decomposition with space like unit normals (N = /2 — a2 is
the lapse function)

1 .
n, = N(—a,t, 0,0,0), (6.4)
the induced metric on the world volume is given by,
ds® = —N?d7? + a*dS)3. (6.5)
Now, one can compute the Ricci scalar which is given by

66 .. .. :
R = W(aat — aat + N*t). (6.6)

With these functions we can easily construct the Lagrangian density as
_ B
L=+—g §R—A . (6.7)

The Lagrangian in terms of arbitrary parameter 7 can be written as [72]!

Lla,a, i, i,1) = % (aiif — adf + N°f) — Na*H”. (6.8)

Varying the action with respect to the field a(7) we get the corresponding
Euler Lagrange equation as

d (a\ _ N?(P®-3Na’H?)
dr ~ at (32 — N2a2H?)’

. 6.9
t (69
Note that the Lagrangian (6.8) contains higher derivative terms of the field
a. However we can write it as [72]

ad® d (a%a

L=——+aN(1-a*H)+— | —|. 6.10

N FaN(i-a Hm(zv) (6.10)
If we neglect the boundary term the resulting Lagrangian becomes usual
first order one. As is well known the equation of motion is still given by
(6.9). However the Hamiltonian analysis is facilitated if we retain the higher
derivative term. Thus our Hamiltonian analysis will proceed from (6.8).

There H? = %, a constant quantity
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6.2 Hamiltonian analysis

This section contains the main results of this present chapter. As stated
above our aim is to develop a new Hamiltonian analysis following from the
Lagrangian (6.8) which is a second order theory. A Hamiltonian analysis of
the same model has been discussed in [72] from the Ostrogradsky approach.
We on the other hand adopt the equivalent first order formalism which has
been demonstrated to be useful, specifically in treating the gauge invari-
ances from the Hamiltonian point of view [29,57,68]. The point of departure
is to convert (6.8) to a first order theory by defining the first derivative of
a and t as additional fields and including the following constraints into the
Lagrangian with the help of undetermined multipliers. These multipliers
are then treated as new fields and the phase space is constructed by the
entire set of fields along with their conjugate momenta defined in the usual
way as is done for first order theories. Automatically primary constraints
arise. The constraint analysis is then presented in detail. In addition to
first class constraints the model also has second class constraints. The sec-
ond class constraints are then strongly implemented by substituting the
Poisson brackets by the corresponding Dirac brackets. Effectively the the-
ory becomes a first class system with the symplectic algebra given by these
Dirac brackets of which a complete list has been given.

The results derived so far are then used in two ways. First an analysis of the
gauge invariances of the model has been done and its connection with the
reparametrization invariance of the action has been discussed. Secondly,
the gauge redundancy of the model has been eliminated by choosing an
appropriate gauge. The final Dirac brackets have been used to reduce the
phase space and indicate a formal quantization of the model.

In the equivalent first order formalism, we define the new fields as,

a = A
t = T, (6.11)
which also introduce new constraints in the system given by
A—a=0
T—1~0. (6.12)

Now the higher derivative Lagrangian (6.8) is transformed to the first order
Lagrangian where the constraints (6.12) are enforced through the Lagrange

multipliers \,, and \; as
/R — (aTA—adT+ (12— 4%) T) — (1* - A%)* oI
(T2 _ A2)§
FAa (A=a)+ X (T —1). (6.13)
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The Euler Lagrange equation of motion, obtained from the first order La-
grangian (6.13), by varying w.r.t. a, A, t, T, A\, and )\, are respectively
given by
muAT?—ATT)+ 1>
(12— Az (17— A2
3a2A(AT? — ATT) d ( a®T? ) a®TT | adT?
L
2 (T

(T2 — Az)% dr (T2 — A?) 2 AQ)% (T2 — AQ)%
3AH2
=0 (6.15)
(12— 42):
AN =0 (6.16)

3a2T(AT? — ATT)  2a2AT cZ( a?AT )__ aAT

i @l a\(@ oAl @
2aT T3
b LA =0 (6.17)
i (-]
A—a=0 (6.18)
T—-1t=0. (6.19)

Eliminating the multipliers A\,, and \; from the above equations we get back
equation (6.9)

In the Hamiltonian formulation adopted here, the Lagrange multipliers are
considered formally as independent fields and the momenta corresponding
to them are introduced in the usual way. Here we denote the phase space
coordinates by ¢, = a,t, A, T, \s, \; and their corresponding momenta as
I, = g, I, 14, Ip, Iy, Iy, with = 0,1,2,3,4,5. We adopt the usual
definition

_or
qu — aq"u’
since the Lagrangian (6.13) is in the first order form. This is the point of de-
parture of our Hamiltonian formulation from the Ostrogradsky formulation
of [72].

From the definition of the phase space variables, we get the following pri-

Il (6.20)
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mary constraints

Oy = II, ~0. (6.21)

The nonzero Poisson brackets between the primary constraints are com-
puted as

{®1,05} =1

2aT A
{®27 (1)3} = -

(@9, P4} = LQ;
(T2 — A2)2
{®y, 6} = 1. (6.22)
Taking the constraint combination
QL =Td; + Ady, = 0, (6.23)

we find that ®} commutes with all the constraints. The nonzero poisson
brackets between the newly defined primary set of constraints ®,, ®,, P, Oy,
®5, &g, become

{@1,@5} - 1
2
(B, 0, = — 2
(TQ _A2)§

We can write down the canonical Hamiltonian as

Hean = Hquq',u_L/

aT? 2 N% 3772
_ _ﬁJF(T _ A2 GPH2 — \A— AT, (6.25)
T2 — A2)2
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The total Hamiltonian is given by
Hp = Hegp + M@y + Ag®y + A3®; + Ay®y + A @5 + AgDs. (6.26)

Here Ay, Ao, A3, Ay, A5, Ag are undetermined Lagrange multipliers. Preserv-
ing the primary constraints ®1, @5, ®4 in time ({®;, Hr} ~ 0) the following
Lagrange multipliers get fixed

A5 — O
A1 - T
Ay = A
Whereas, conservation of @5 gives the following condition between A4 and
Ag
T2 1 2aT?
L BPH2(T2— A At A————— =0 (6.27)
(T2 — A2)2 (T2 — A2)2

Time preservation of the constraint @ gives rise to the following secondary
constraint
al® 3772 (2 2\ 3
\Dl:—l—aH (T —A)2+)\tT—|—)\aA%O (628)
(72— A2}

Likewise, &, yields the following secondary constraint

aAT? a*H*A
U, — - A, &0, (6.29)
(T2 — A2)7 (T2 — A2)2
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Nonzero brackets for ¥, and Wy with the other constraints are given below,

T? — 3a°H? (I? — A?)

{@2, 01} =

(TZ _ A2)%
2 37172
{(I)47\Ill} = - a AT 3 aHA1_>\a
(T2 _ A2)§ (TQ _ A2)§
2 g2 3772
fo vy = TREZTD T,
(TZ _ A2)§ (TQ _ A2)§
{P5,0,} = =T
{®67\Dl} - —A
2 2172
{02, U} = — AT 5 T sa’ll A1
(T2 = A2)F (17— %)
T2 T2 2A2 3H2T2
{®4’\D2} = - ( - 5 )+ - 3
(T2 _ A2)§ (TQ _ A2)§
{Dg, Ty} = 1. (6.30)

Time preservation of W trivially gives 0 = 0. A similar analysis involving
U, yields, on exploiting (6.27),

(T2 — 3a2H? (T2 — A?)) (T2 — A?)

a (372 — a2H2 (T2 — A?))
p, _ (T3P (I - ) (12— aH2 (17 = A%)7) 6.31)
(T2 _ A2)§ (3T2 _ a2H2 (T2 _ A2))

Ay = -

The iterative procedure is thus closed and no more secondary constraints
or other relations are generated.

The above analysis reveals that of all the Lagrange multipliers A;, only A;
remains undetermined in (6.26) signifying one independent gauge degree
of freedom. It is interesting to note that this consistency is not always
obvious in the Ostrogradsky formulation, as we have already mentioned in
connection with the massive relativistic particle model [27].

We have now altogether eight primary and secondary constraints. Com-
putation of the Poisson bracket between these constraints shows that only
@} is the first class constraint, whereas other seven constraints are appar-
ently second class. The odd number of apparently second class constraints
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signals the existence of additional first class constraints. Indeed, the new
constraint combination

\PII = \111 — Alcbl — AQCI)Q — A4(I)4 — A5q)5 — AGCI)G, (632)

leads to a secondary first class constraint. So now we have two first class
constraints ®}, ¥} and six second class constraints ®;, ®,, ®,, ®5, P and
W,. The total number of phase space variables is twelve. The number of
independent phase space variables is therefore 12 — (2 x 2+ 6) i.e. 2. Later
on we will explicitly identify these two variables. There is no enhancement
of degrees of freedom as is customary for the higher derivative systems.
This is consistent with the fact that (6.8) is not a genuine higher derivative
system. Also, of the two first class constraints of the system, @ is the sole
primary first class constraint. The number of primary first class constraint
matches with the residual number of undetermined multiplier in the total
Hamiltonian. This fact will be important in the construction of the gauge
generator.

To study gauge symmetry of the system we need to get rid of the second
class constraints. This is done by the introduction of the Dirac brackets
which enable us to set these constraints strongly zero. For simplicity of the
calculation we remove them pair by pair. The Dirac bracket between the
basic fields after removing ®1, @5, 5, P remains same as their correspond-
ing Poisson brackets. Solving &, ®y, 5, g the new constraint structure
becomes

F1 = @é:T®3+A¢)4%0
F2 = \11/1:\111—/\4(1)4%0
Sl = (134%()
AT? SAH?
Sy = Wy= " ¢ _ 4TI, ~ 0. (6.33)
-4} (12 - 4}

For simplicity we use new notations {Fy, Fy} and {Si, S2} where, the first
pair denotes the set of first class constraint and second pair denotes the
remaining set of second class constraints. Some details of this reduction are
given below.

To calculate Dirac brackets of the theory we first find out the Poisson brack-
ets between the second class constraints which are written as
T2 (372 — a®?H? (T? — A?
Aij = {SZ, S]} = —a ( ¢ (5 ))Eij, (634)
(12 - 42)}
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with €19 = 1 and 4,j = 1,2. Using (2.15), we calculate the Dirac brackets
between the basic fields which are given below (only the nonzero brackets

are listed)

{CL, A}D
{a, Ha}D
{CL, HA}D

{a’ HT}D
{t7 Ht}D
{A> 1_Ia}D

{A= HA}D

{Av HT}D
{T= HT}D
{Hav HA}D

{Haa 1_[T}D

{HAv 1_[T}D

(12— A2}
aT? (372 — a2H? (T? — A?))
T2 + 2A% — 2H? (T2 — A2?)
(372 — aH? (T? — A?))

3aA
372 — a2H2 (T2 — A?)
a(T? 4 2A?)
T (372 — a?H2(T? — A?))

1
A(T? — A%) (T? — 3a*H? (T* — A?))
aT? (372 — a2H2 (T — A2))
2(1T? — A?)
3T — 2H2 (1% — A2)
A(T?* +2A% — a*H? (T? — A?))
T (312 — a?H? (17 — A?))
1
a(2T* + A*T? + a*H*(T? — A?)(9A% — 2T?))
(T2 — Az)% (372 — a2H2 (T2 — A2))
aA(T* 4+ 2T?A% + a>H?*(T? — A?)(T? + 6A?))
T (T2 — A2)2 (372 — a2H? (T2 — A?))
_ @PT(T% +2A° — ®H*(T? - A?)) (6.35)
(T2 — AQ)% (372 — a2H2 (T2 — AQ))' '

The introduction of the above Dirac brackets allows the second class pair
{S1, S2} to be strongly implemented. Note that the secondary first class
constraint then becomes equal to the canonical Hamiltonian:

T2

Fy=V, = —H, = —TII, — —1I, ~ 0. (6.36)

A

Vanishing of the canonical Hamiltonian is a consequence of the reparametri-
sation invariance of the theory.
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6.2.1 Construction of the gauge generator

The gauge generator is defined in (2.16) can be written as,
G = €1F1 —+ EQFQ. (637)

Here €, and €, are the gauge parameters. From equations (, 2.19 2.20) we
find that C99 = —1 = —(C5;5 and Vis = 1 are the only nonzero structure
functions. Now using equation (2.18)the following relation between the
gauge parameters is obtained

€1 = —A3€2 - é2. (638)
So here €3 may be chosen as the independent gauge parameter.

At this stage we observe that there is one independent parameter in the
gauge generator (6.37). The conditions (2.39) following from the higher
derivative nature is yet to be implemented. As has been mentioned earlier
this may or may not impose additional restriction on the gauge parameters.
The gauge transformations of the fields are given by

da = {(LG}D = —€2A (
5t = —eT (6.40
(1 =3P H (12— A) (T2 4%
(

A = qA-
g ST T (3T — a2H2 (T2 — A2))

oT = €1T

After some calculation we find that

i5a = HA (6.43)
dr

d

— = 4T. A4
dT(St 0 (6.44)

So the constraints (2.39) hold identically for the present model and impose
no new condition on the gauge parameters. We find therefore that there is
only one independent gauge transformation which essentially is in confor-
mation with the fact that there is only one independent primary first class
constraint.

The gauge variations obtained from the Hamiltonian analysis can be ex-
actly mapped to the reparametrization invariance of the model. Consider
arbitrary infinitesimal change in the parameter 7 — 7 = 7+ 0. The action
is invariant under this reparametrization. Now the fields transform as

da = —oa
5t = —ot. (6.45)
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These are identical with the gauge variations (6.39) and (6.40) of a and
t if o is identified with €;. The equivalence of gauge invariances with the
reparametrization invariance of the model is thus established.

6.2.2 Gauge fixing and formal quantization

After the reduction of phase space by the Dirac bracket procedure we are
left with only the two first class constraints F; and F,. These first class con-
straints reflect the redundancy of the theory which are connected by gauge
transformations. In the above analysis our focus was on the abstraction
of the gauge degrees of freedom. We now elucidate a formal quantisation
prescription. A gauge fixing is done and the appropriate WDW equation is
written.

The choice of gauge is arbitrary subject to the conditions that they must
reduce the first class constraints to second class. Also the constraint algebra
should be nonsingular. As there are two first class constraints we need two
gauge conditions. We take one of these to be the cosmic gauge

o = VIZ—A2—1=~0. (6.46)

The name derives from the fact that the resultant metric becomes the usual
FLRW metric. As the second gauge condition we take

ps = T —aa=0. (6.47)

where the constant « is chosen so that a # H. The following calculations
will show that these are appropriate gauge conditions.

As usual the gauge conditions are treated as additional constraints which
make the first class constraints of the theory second class. For convenience,
renaming the two first class constraints we write the complete set of con-
straints as

0 =F (6.48)
Oy = F (6.49)
Q3 =1 (6.50)
Qg = o. (6.51)

Modifying the algebra by the Dirac brackets corresponding to this second
class system we will be able to put all the second class constraints (£2;,7 =
1,2,3,4) to be strongly equal to zero. These will correspond to operator
relations in the corresponding quantum theory.



6.2. Hamiltonian analysis

81

Table 6.1: Constraint brackets

0 Qy Q3 Qy
o 0 0 1 T
0 0 0 Lol —aA
O 1 0 ST
Q T oA 0

T aadb(302—H?)

Using the algebra (6.35) we can straightforwardly compute the algebra of
the constraints €2;. The results are given in the following table
From the above table we can read off the matrix

Ay =1{%,Q;} (6.52)

Using the definition (2.15) we can calculate the final Dirac brackets. Nonzero
Dirac brackets between the phase space variables are

{t,a}”

{t, A}
.7y

{t,11,}"
{t, 114}
{t. 1L }"
{t, U}

1
daa®(a? — H?)
o)
4a’?A(a? — H?)

1
4a3(a® — H?)
—4a%a® + 3
4aaA
a

(a® — H?)
1

—4aa® + 3
Tl — ) (6.53)

With the introduction of the final Dirac brackets all the constraints (includ-
ing the gauge conditions) become second class and strongly zero. We thus
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have the following conditions on the phase space variables

a’T A
I+ — = 0
r (T2 — Az)%
a®T?
T4 — = 0
A (T2 _ AQ)%
T
I, —=II, = 0
A
aAT? a’AH?
— +II, = 0

VT2 2 = 1
T—aa = 0 (6.54)

where use has been made of equations (6.33, 6.46, 6.47). From the final
Dirac brackets (6.53) it is clear that only the pair (¢,II;) is canonical. We
thus identify this pair as the two independent phase space degrees of free-
dom found earlier by a standard count using the constraints of the system
(see below 6.32). To develop a quantum theory it is necessary to write
down the whole theory with respect to the canonical variables in the re-
duced phase. All the variables can be expressed in favour of (¢,II;) by
appropriately solving the constraints which are now strongly implemented.
The result is,

T = aa
A = Va2a? -1
I, = o?a*
Iy = —ad®Va2a?—1
I, = —a*(a®— H*)Va2a?® 1. (6.55)

where a is expressed as

o— (ﬁ) | (6.56)

Thus we find that all the phase space variables except ¢ are given as function
Of Ht-

The passage from the classical to quantum theory proceeds in the usual way.
The phase space variables are lifted to operators in some Hilbert space and
the conditions (6.55, 6.56) are now treated as operator relations. The Dirac
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brackets are promoted to commutators according to the prescription.

(B,C}Y* — %[B, cl. (6.57)

The fundamental canonical algebra is thus (with A =1)

[t,4] = [IL,,IL,] = 0, [t,I1,] = 1. (6.58)

We next proceed to formulate the WDW equation for the universe gov-
erned by the Lagrangian (6.10). Before that we write down the first class
constraint F5 which is the canonical Hamiltonian as

AP+ T

Fy = _Hcan = - = .
) e 0 (6.59)

Considering the sate vector |¥) in the appropriate Hilbert space, the WDW
equation may be written as,

Heon|V) = 0. (6.60)
Using the Schrodinger representation compatible with (6.58), we obtain,

i,
0= —ig, (6.61)

Exploiting (6.59-6.61) and the expression for A given in (6.55) we obtain,
after some algebra, the following WDW equation,

82

—@NJ) = o?a®(a® — H?)?|V). (6.62)
Making a change of variables ¢ = 1?1_2% the WDW equation may be reex-
pressed as,
0 2776, 8
— S W) = €6 — 1P HO). (6.63)

The above equation exactly reproduces one piece of the bifurcated WDW
equation found in the first item of [69] ? .

Furthermore, introducing the conserved ‘energy’ w by,

§(€—1)?H%° = w” (6.64)

2Note that the other part of the bifurcated WDW involving the ‘a’ variable is nonexistent in
the present analysis. This is because here we have only one (configuration space) independent
degree of freedom (i.e. t) instead of two variables (¢ and a) as occurs in [69]. This mismatch
happens because, contrary to [69], the present analysis is done in a fully reduced space where
all constraints are eliminated
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we may reexpress (6.63) by the standard equation,

32

—@N’) = W[ D). (6.65)

The expression for the conserved energy w in (6.64) matches with the form
given in [69]. It is now possible to proceed with the quantisation as elabo-
rated in [69].

Before concluding this section it is worthwhile to mention the efficacy of the
gauge choice (6.47). While the first gauge condition (6.46) is the standard
cosmic gauge, the second one (6.47) has not been considered earlier. We
have shown that this simple choice (6.47) is a valid choice that yields the
fully reduced space of the model. Also, at the quantum level, the WDW
equation subjected to this gauge fixing reproduces the expression obtained
earlier in [69].

6.3 Discussions

In this chapter, we have considered the Regge Teitelboim (RT) model in the
minisuperspace version. The Einstein Hilbert action in 4D is expressed with
respect to the minisuperspace variables. Apparently, the theory is a higher
derivative theory, however, a surface term can be identified which actually
contains the higher derivative term. As surface term plays important role
in gravity so they cannot be neglected as in usual theories. Keeping this
surface term, we considered the higher derivative version of the RT model
and the first order formalism is followed to explore its gauge symmetries
and quantise the model formally in the reduced phase space. There appears
only one independent primary first class constraint and the corresponding
gauge degrees of freedom is identified to be raparametrisation symmetry. To
quantise the theory we remove the two first class constraints by considering
two gauge conditions. One of the suitable gauge conditions we considered is
the well known cosmic gauge while the other one is newly proposed. Under
these conditions the two first class constraints become second class and the
theory is quantised in the fully reduced phase space after removing the sec-
ond class constraints. The Wheeler DeWitt equation which is the analogue
of Schrodinger equation in cosmology is constructed. Its compatibility with
the existing literature [69] is shown.
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Conclusions

Higher derivative theories, due to their importance in various fields of the
physics, have become very important and interesting field to be investi-
gated. The higher derivative theories contain many subtle aspects like the
enhancement in the degrees of freedom in comparison with the first order
theory. In no way, importance of the symmetry studies of these theories can
be minimised. There are certain aspects of symmetry which show startling
differences from first order theories. For example, it has been reported in
the case of massive relativistic particle model with curvature that the num-
ber of independent primary first class constraints (PFC) apparently do not
match with the number of independent gauge degrees of freedom [27]. This
matching is known to exist in conventional theories. Notably, later study
follows the Ostrogradski approach of Hamiltonian analysis of the higher
derivative theories.

In this thesis, we have followed a first order formalism [29] rather than the
Ostrogradski approach. We have developed a systematic algorithm of con-
structing the independent gauge generator using the technique developed
by Banerjee et. al. for the usual first order theory. Also, we have shown
the quantisation of a specific higher derivative theory.

We followed the first order approach for the Hamiltonian analysis of the
higher derivative theories. The reason to consider the first order approach
is that one can easily perform the canonical analysis of these higher deriva-
tive theories like the usual first order theories. Moreover, as far we have
seen the proper identification of the gauge degrees of freedom can be done
without any nontriviality. We already have seen that there appears a mis-
match in the number of independent gauge degrees of freedom and number
of independent primary first class constraints which indeed was solved by
considering this first order approach [29]. According to this formalism we
consider all the higher time derivatives of the dynamical variables as inde-
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pendent fields and introduce them separately. Due to redefinition of the
fields some interrelation between the fields appear which are treated as
constraints. These constraints are added to the Lagrangian via some La-
grange multipliers. The Lagrangian is now a first order one. The gauge
symmetries can now be abstracted via the Hamiltonian formulation. The
gauge generator is constructed by using the first class constraints [33]. To
get the independent gauge transformations we employ the equations de-
rived in [32]. Other conditions appear strictly due to the higher derivative
structure. Specifically, it has been noticed that this can give rise to some
new relations which can be treated as constraints. After removing all the
constraints by the Dirac bracket technique, now the theory can be quan-
tised.The algorithm developed in this thesis has been applied to numerous
pertinent models from different fields of current interest like the relativistic
particle model with curvature, the extended Maxwell-Chern-Simon’s model
, the quantum charged rigid membrane model and the Regge-Teitelboim
model. Below we give a summary of the results for these various models.

The action of the relativistic particle model with curvature consists of a
curvature term along with the usual relativistic term [6,29,30]. Existence
of this curvature term makes the theory higher derivative. For the mas-
sive case, we have seen that there are two independent primary first class
constraints. Whereas, there is only one independent gauge degree of free-
dom. This mismatch, which appears in the Ostrogradski formalism [27],
was solved by considering the first order formalism. In the first order for-
malism, for the massive case, we got one independent primary first class
constraint and one independent gauge symmetry. This gauge symmetry
is identified as the diffeomorphism symmetry. Also, when we considered
the mass shell condition p? — m? = 0 separately, the constraint structure
changes. There appears one independent PFC. The Dirac brackets between
the basic variables , in this case,also get modified.

From the massive relativistic particle model with curvature, the mass-
less version of this model is obtained by considering only the curvature
term [29,31]. Canonical analysis in the first order formalism is performed
for this model. We have seen that, in this case, the constraint structure is
different from the massive case. We have found five first class constraints,
with no second class constraints, out of which two are primary. Using these
first class constraints, we have constructed the Hamiltonian gauge genera-
tor. The method of Banerjee et. al. showed that in the gauge generator
there are two independent gauge parameters. Restoring to a geometric ap-
proach we have identified these symmetries with the diffeomorphism and
W-morphisms and explicitly demonstrated the W3-algebra. Note that pre-
viously the symmetries were demonstrated on-shell [45,46] and a consistent
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Hamiltonian analysis was lacking. By casting the equations of motion of
this model in the Bossinesq form it was earlier demonstrated that the model
is endowed with a larger symmetry group. It is interesting that our Hamil-
tonian method straightforwardly exhibits the full symmetry group and the
W3- algebra is established in the Hamiltonian approach without taking re-
course of the equations of motion.

The BRST formulation for the higher derivative theories were lacking in
the literature. For this reason, the BRST formulation for the massive and
massless relativistic particle models were considered [54]. As the massive
relativistic particle consists of the diffeomorphsm symmetries, its BRST
analogue is constructed. The massless model, on the other hand, has two
gauge symmetries viz. diffeomorphism and W5 symmetry. The nilpotent
BRST and anti-BRST symmetries for these models have also been investi-
gated. For the massless version, a remarkable feature for such symmetries
comes out which is the manifestation of W3 algebra. The BRST symmetries
for all variables (except for the antighost variable) corresponding to diffeo-
morphism and W-morphism satisfy the Wjs-algebra. Likewise, apart from
the ghost variable, the anti-BRST symmetry transformations for all other
variables also satisfy the same Wj algebra. Thus the full W3 algebra for
all variables is obtained by taking into account both BRST and anti-BRST
transformations. The finite coordinate-dependent BRST (FCBRST) sym-
metry, which is a quantum mechanical analogue of finite field-dependent
BRST (FFBRST), has been analyzed in full generality for higher derivative
particle models. It has been shown that, although such a transformation
is a symmetry of the effective action, it breaks the invariance of the gener-
ating functional of the path integral. The Jacobian of path integral mea-
sure changes nontrivially for FCBRST symmetry transformation. We have
shown that FCBRST transformation with a suitable coordinate-dependent
parameter changes the effective action from one gauge to another within a
functional integral. Thus, FCBRST formulation is very useful to connect
two different Greens functions for models of relativistic particles.

The field theoretic model we considered is the Extended Maxwell-Chern-
Simons theory. The Chern-Simon’s piece considered here is a modified one
and actually contains the higher derivative [55]. The field A, and their time
derivatives are considered to be dynamical variables to apply the first order
formalism. We see that there is only one independent PFC and the gauge
generator also contains one independent gauge parameter. The Lagrangian
gauge symmetry which is the U(1) symmetry of the model is shown to
match the gauge symmetry obtained by the Hamiltonian formulation in
the first order approach.
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e The next model we have considered is the quantum charged rigid membrane
which is the modification of the Dirac’s original membrane model of the
electron [40]. At the Lagrangian level reparametrisation is the inherent
gauge symmetry of this model. The action when expressed with respect to
the coordinate variables on the membrane shows higher derivative nature.
So, we have adopted the the first order formalism to explore its gauge
symmetries. There appears one independent primary first class constraint
and the corresponding gauge symmetry in the model is mapped to the
reparametrisation invariance. Farther, to show the viability of this first
order approach the equations of motion are shown to match for the higher
derivative Lagrangian and the converted first order model.

e Finally, we considered a gravity model to show the applicability of the algo-
rithm developed in this thesis for analysing the higher derivative theories.
The model we have considered here is the Regge Teitelboim model of Cos-
mology. In the Regge Teitelboim model, a 4D gravity theory is considered
to be induced on a hypersurface which is embedded in a 10D Minkowski
spacetime. Unlike usual gravity theories where the metric is considered as
independent variable, in this case, the embedding functions which are in-
duced on the hypersurface are considered to be dynamical variables. The
Lagrangian, however, is not a genuine higher derivative one as it contains
a surface term which effectively makes the Lagrangian first order. We kept
the surface term as in gravity theories they cannot be neglected. Hamilto-
nian formulation in the first order formulation is completed. The model has
one independent gauge symmetry which is identified as reparametrisation
invariance. As there appeared two independent first class constraints, to
remove all the redundant degrees freedom, we considered two gauge condi-
tions. One of the gauge condition is the cosmic gauge condition and the
another one is newly proposed here [73]. The Wheeler DeWitt equation for
this cosmological model is constructed and compatibility with the existing
literature is shown.

In this thesis we have developed a systematic algorithm for the analysis of
gauge symmetries of a higher derivative theory in the canonical framework.
There are different approaches towards the Hamiltonian method of treating
the higher derivative theories. We follow the equivalent first order approach
where the momenta are defined in the usual way and the signature of the
higher derivative nature is contained in the existence of the Lagrangian
constraints.

The algorithm developed in the thesis has been applied to higher deriva-
tive models from various fields namely, we have considered the mechanical
model, field theoretic model, gravity model etc. We hae also connected our
approach with the BRST formalism. In all these examples we have rederived
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already well established results and resolved many issues which were not ad-
equately discussed in the literature. Besides this, we have shown certain
remarkable differences in the abstraction of gauge symmetries compared to
usual first order systems. The number of independent gauge transforma-
tions is no longer strictly equal to the number of independent primary first
class constraints of the higher derivative theory. The robustness and gen-
erality of our approach indicates its utility in the discussion and analysis of
higher derivative singular system.
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